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Abstract: Driven by large industry investments, developments of Virtual Reality (VR) technologies including unobtrusive sensors, actuators and novel display devices are rapidly progressing. Realism and interactivity have been postulated as crucial aspects of immersive VR since the naissance of the concept. However, today’s VR still falls short from creating real life-like experiences in many regards. This holds particularly true when introducing the “social dimension” into the virtual worlds. Apparently, creating convincing virtual selves and virtual others and conveying meaningful and appropriate social behavior still is an open challenge for future VR. This challenge implies both, technical aspects, such as the real-time capacities of the systems, but also psychological aspects, such as the dynamics of human communication. Our knowledge of VR systems is still fragmented with regard to social cognition, although the social dimension is crucial when aiming at autonomous agents with a certain social background intelligence. It can be questioned though whether a perfect copy of real life interactions is a realistic or even meaningful goal of social VR development at this stage. Taking into consideration the specific strengths and weaknesses of humans and machines, we propose a conceptual turn in social VR which focuses on what we call “hybrid avatar-agent systems”. Such systems are required to generate i) avatar mediated interactions between real humans, taking advantage of their social intuitions and flexible communicative skills and ii) an artificial social intelligence (AIS) which monitors, and potentially moderates or transforms ongoing virtual interactions based on social signals, such as performing adaptive manipulations of behavior in intercultural conversations. The current article sketches a respective base architecture and discusses necessary research prospects and challenges as a starting point for future research and development.
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1 Introduction

Envisioning the near future, we will soon be able to retrieve online information on real life objects with Augmented Reality (AR), Mixed Reality (MR), or VR devices and permanently connect to friends and family or their virtual representatives. Interaction metaphors will rely on sensors and actuators that are ambient and non-intrusive (Izadi et al. 2011) or wearable (e.g. Google Glass or Microsoft HoloLens). These metaphors will certainly depart from classical and artificial device-based input methods (Bowman et al. 2005) fostering more natural device-less input methods such as speech and gestures (Latoschik 2005, Latoschik and Fischbach 2014) or thoughts (Millán et al. 2010). These technologies have the potential to make the mobile phone disappear, and instead of “removing one away from the world of others” in a detached mode of observation (Katz 2014), they will be able to provide a shared MR or VR environment that is easily and instantaneously accessible for all communication partners. Although we do not know which particular technologies will be accepted by a broad range
of users, it seems obvious that we will soon enter a new age of communication in which VR will become a mass consumer product (Slater 2014). This will result in an unpredictable impact that will even supervene and transcend the social transitions triggered by mobile phones or the internet. But how can interpersonal understanding and virtual interactions benefit in a social sense from these technologies? In our view, benefits can only be taken from new concepts and interaction metaphors that place a strong focus on the social dimension, enhancing interpersonal communication with the help of multimodal artificial mediation, analyzing, interpreting and transforming the social dynamics of communication. For instance, in a conversation between a Japanese and a German this could mean to translate the culture specific greetings like the bow and the handshake into the other’s behavioral space displayed via an avatar/agent, resulting in higher rapport and better understanding. While avatars are defined as digital representatives with human controlled behavior, the behavior of (digital) embodied agents is controlled by the machine and the algorithms (Bailenson and Blascovich 2004). In contrast to current VR systems, which mostly focus on either avatar or agent based approaches, this article presents a new conceptual approach for a social VR which we call “hybrid avatar/agent technology” (HAAT) that takes into account both, human and technological aspects in social interactions to actively mediate virtual communication in the social dimension.

2 Hybrid Systems – The Conceptual Turn

So far, developers have been taking different routes to approach socially enriched VR systems. On the one hand developers of shared virtual environments (SVE), such as Second Life, aim to provide communication platforms, using avatars with high physical and behavioral realism. These concepts allow virtual interactions to take full advantage of verbal and nonverbal channels available in face-to-face encounters. The main focus of these approaches is to provide plausible characters, displaying the full range of nonverbal behavior in great detail to prevent these cues from “being filtered” out (Culnan and Markus 1987) as it is assumed that they have the unique capacity of providing information on who others are, individual emotional expression and individual personalities (Walther et al. 2015). On the other hand developers, focusing on artificial intelligence, aim at the creation of autonomous computer agents, which can act as social partners or conversational interfaces in human-machine interaction (Latoschik 2014b). The main challenge here is to develop an artificial social intelligence (ASI) core which possesses the perceptual, cognitive and behavioral skills typical for humans. Both approaches bear technological and psychological challenges, which might be difficult or even impossible to meet. However, we claim that both approaches miss out on exploiting the real potential of social VR, which we see in the combination of human capacities (avatar component) and skills with those of the machine (agent component), taking into account the specific strengths and weaknesses of both components. We conceptualize such systems as “hybrid avatar-agent technologies” (HAAT).

In fact, this idea is not completely novel. Many researchers use so-called Wizard-of-Oz paradigms combining human and artificial intelligence to study the effects of conversational agents (Bradley, Mival and Benyon 2009) or robots (Riek 2012). While those setups use hidden human interactors in human-machine interactions, the HAAT approach inverts this rationale, making use of artificial intelligence to actively mediate interpersonal understanding, fully transmitting and enhancing the human physical and social dimensions to computer-mediated communication (CMC). Figure 1 illustrates the basic technological concept of the mediation process. The ASI controlled sync engine acts as artificial mediator analyzing and interpreting behavioral patterns visible or hidden to the human user. The sync engine then decides whether behavior needs to be mediated in order to increase social understanding. While autonomous agent technologies would require both, a more or less complete “social intelligence” as well as the technical real-time capabilities in sensing, processing and producing social behavior, our concept allows to keep these aspects separate: (i) capture and synthesis components that record communicative behavior perceivable by humans, (ii) a sync engine that records behavioral, audiovisual, physiological as well as underlying neural signals, identifying and inducing means of manipulation and communicative mediation.

3 Signals and Dimensions of VR Mediation

The HAAT approach draws upon the fact that encounters in SVEs are different from real life interactions in significant ways. They are characterized by unprecedented
degrees of freedom in the physical appearance, as well as the dynamic manipulation of their behavior (Bente, Krämer and Eschenburg 2008). Furthermore, sensing and measurement technologies can seamlessly be added to provide access to information potentially relevant to but not observable or not consciously perceived by humans. This enables the ASI component to make use of signals, such as neural activity measured through portable EEG devices (Lievesley, Wozencroft and Ewins 2011), physiological arousal or subtle behavioral dynamics which are not or only unconsciously processable by human interlocutors (Betella et al. 2014, Wagner et al. 2013). These possibilities comprise the enormous potential for VR mediation to enhance or augment interpersonal communication and to provide experiences which are impossible in real-life interactions (Bailenson 2004, Yee and Bailenson 2006). The ASI component thus serves as a supervisor or moderator in human-human interactions taking a third person perspective rather than a first-person view. Real-time technology allows to capture, analyze, transmit and render human behavior, by monitoring crucial instances in subtle verbal and nonverbal variations making them available to the human interactors by explicit feedback or direct modification. In contrast to real-life mediation HAAT is able to actively transform the behavioral input to a mediated output in addition to or instead of just reporting / displaying the original signals. Although computational approaches to interpret social signals exist (e.g. Wagner et al. 2013) there are important factors to be considered on the interpersonal level.
4 Psychological Backbones of VR Mediation

To understand the basic rules of conversational mediation it is important to note that behavioral cues and phenomena in social understanding are time-critical. This does not imply that social understanding processes require simultaneity. It rather presupposes that behavioral contingencies occur in certain time frames and that patterns of social behaviors and understanding are in essence only observable if we look at the dyad. In other words the smallest unit of observation to identify behaviors to manipulate using the ASI is the dyad and not the experience or behavior of one individual. A simple example for a possible manipulation is eye contact. It could be shown that the latencies for reciprocating the direct gaze of a partner are critical for the social meaning of eye contact as are the latencies for interrupting eye contact again (Bente, Donaghy and Suwelack 1998, Bente, Eschenburg and Krämer 2007, Kuzmanovic et al. 2009, Pfeiffer et al. 2011, 2012, 2014). If we reciprocate too late or we look too long this might be taken as disinterest or seen as inappropriate staring. However, eye contact cannot be established without both partners showing partner directed gaze. Effects of facial or motor mimicry are time sensitive as well. For instance, mirroring the body posture of the partner is only perceived as a relevant social signal if there is a certain time delay. Otherwise it is perceived as an arbitrary coincidence (Krämer 2010). Such contingency patterns of social understanding and dyadic rapport can even occur with complete phase shifts. It could be shown that partners in conflict often show overlaps in increased motor activity while good rapport is visible in nonverbal turn taking patterns just as it is the case for verbal utterances in conversations (Frey 1984). In fact there are innumerable examples of socially meaningful patterns only observable on the dyadic level, whose ultimate meaning is coded in temporal contingencies. These aspects of interpersonal synchronization represent a rising field and the biggest challenge for social psychology and social neuroscience (Chanel, Kivikangas and Ravaja 2012, Dumas et al. 2010, Lakens and Stel 2011, Lakin and Chartrand 2003, Sebanz, Bekkering and Knoblich 2006, Spapé et al. 2013).

The scope of possible intervention scenarios for HAAT is broad and amongst others includes the mediation of intercultural encounters in SVEs. Imagine a negotiation between a German and a Japanese business team. There is evidence on differences in the production and perception of nonverbal signals in Western and Eastern cultures (Matsumoto 2006). Endrass, André, Rehm, and Nakano (Endrass et al. 2013) could also show differences in cultural preference of nonverbal behavior (Japanese or German) mapped to virtual characters. Andersen (2015) commented on the implications for cross-cultural communication: “Because we are usually not aware of our own nonverbal behavior, it becomes extremely difficult to identify and master the nonverbal behavior of another culture” (p. 258). HAAT could help to monitor and adjust critical nonverbal cues in virtual encounters. For instance, nonverbal expressiveness (quantity and intensity of bodily and facial expressions; Riggio 2006) or level of immediacy (interpersonal distance and eye contact; Sanders and Wiseman 1990) or dominance gestures (expansivity of gestures, directed gaze, raised head; Bente et al. 2010) can be analyzed identifying possible sources of misunderstanding and conflict and modified to achieve better rapport. Limitations to these manipulations of course imply physical borders and appropriateness as well as the level of intervention with respect to interindividual differences and “accents” in nonverbal signals. Finding these levels of intervention represents a challenging task for interdisciplinary approaches. The transfer of the conceptual idea to the techno-psychological implementation unveils yet unsolved issues.

5 Techno-Psychological Challenges

The implementation of the HAAT interaction metaphor challenges psychologists, engineers and computer scientists. First, the AIS and the sync module have to know about relevant behavioral and neurophysiological signatures and interpersonal phenomena of successful communication within the dyad. This “supervising knowledge” includes access to relevant data from multiple sources, including AI-based algorithms specialized to derive knowledge and insight about the ongoing interaction (Latoschik 2014b, Latoschik and Blach 2008). Second, the platform has to provide real-time capacities to meet the perceptual task-deadlines in human communication. Real-time capacity is crucial because two time critical aspects depend on the real-time reponsivity: (i) the intrapersonal aspect of action-perception coupling resulting in perceived body ownership and agency experience and (ii) the interpersonal aspect of social contingencies and interplay of different signal types as well as close coupling of action and reaction.
time within temporal synchronization phenomena that induce co-presence, social presence (see Lee 2004) and synchronization phenomena. The interpersonal aspect of social contingencies requires multimodal signal processing to be highly responsive, allowing multiple simultaneous dependent and independent processing loops to enable coherent manipulation (Latoschik and Fischbach 2014). For example, lower level (apparent) motion is perceived rapidly by the human observer (Baker and Braddick 1985, Thornton 1998) and thus could be manipulated during a refresh cycle. However, information carried through higher-level social signals that last longer (e.g. gestures, facial expression) involve social information processing and evoke time delayed receiver responses and adaption, e.g. hundreds of milliseconds in the case of joint attention (Pfeiffer et al. 2012). Furthermore, longer lasting social experiences or reactions like empathy may even last over days (Vinciarelli, Pantic and Bourlard 2009), and are thus impossible to be interpreted and mediated in a single refresh cycle. As these signaling systems have different frequencies HAAT is required to be an interactive real-time system, combining multiple modalities with different frequencies that are partly subject to enhanced real-time timing conditions due to the high reactivity requirements (Latoschik 2014a).

6 The Requirement for Timeliness

For the realization of a multimodal HAAT concept, one of the major factors lacking in current systems is a reliable timeliness. With timeliness we denote all relevant temporal aspects of the algorithms and processes involved, e.g., real-time constraints, latency, or jitter. Task-deadlines for interactive systems are ultimately defined by necessary display frequencies (e.g., 60hz or higher for graphics, 1000hz for haptics; Hale and Stanney 2014) which consequently define a complete refresh cycle of a mediating VR system including signal manipulations. In the early days of video games, a field strongly related to VR, AR, and MR, developers were still enabled to fit all of the functional aspects, the necessary algorithms and computation, into the video refresh cycles. For one part, the functional aspects were very limited compared to today's computer games or VR systems. For the other part, developers had full control over the underlying hardware and operating systems (if there were any in the first case), and thus had a much lower level approach than current best practices. Today, the wide-spread usage of commodity (PC) hardware in combination with multi-user multi-tasking operating systems with no preemptive capabilities renders control over the timeliness an impossibility for developers. The best one can achieve under these circumstances is monitoring and black-box optimizing timeliness (Rehfeld, Tramberend and Latoschik 2014). In addition, the usage of game engines on top of these systems on an application layer can produce soft real-timeliness at best which is probably why end-to-end latency is rarely reported.

Physiological and psychological properties of the users also determine certain non-functional requirements, specifically concerning the temporal aspects of the closely-coupled human-computer-interaction loops typical for VR, AR, and MR. For example, visuo-motor contingency is a crucial intrapersonal bottom-up factor in several aspects, ranging from the acceptance of avatar representations (Lugrin, Latt and Latoschik 2015) to the generation of reliable perspectives and view corrections (e.g., head tracking) and the avoidance of simulator sickness. However, today's chipset designs and operating systems mostly gave up the challenge to achieve a real-time operating system for commercial use, although concepts and designs arise from other perspectives, e.g. the mobile platform Android (Yan et al. 2013). While current VR approaches can respectively be considered as soft real-time systems (not meeting the task deadline still has some utility for the system) it is essential for a HAAT alike concept to reach a firm or even better hard real-time state (task results must meet the deadline, see: Buttazzo 2011). Continuous developments thus must achieve real-time conditions for VR that result in refresh rates sufficiently faster than the respective sensory system (e.g., the visual system) of the user. Focus on technological developments in progress or used in other industries (e.g. embedded systems in the automation industry or robotics) may help to identify architectural concepts for functional aspects. For example, a look at time critical applications such as the Air Bag may help implementing functional aspects that enable HAAT alike approaches, leaving aside soft real-time embodied agent technologies. To assure real-time transmission and computation, the introduction of Quality of Service parameters to future VR systems and programming languages seems necessary in order to evaluate and ensure communication with the environment, providing access to a notion of time, the support of redundancy and diversity as well as the facilitation of executable code with deterministic predictable behavior (see Gumzej and Halang 2010, p. 3). Overall, the conceptual shift of HAAT would also imply a conceptual shift of the AR/VR/MR architectural approach and the respecting layer specifications.
7 Future Perspectives

In the present article we presented a concept for a social virtuality that builds on a hybrid approach for intelligent CMC in SVEs. The biggest psychological challenge for HAAT is the identification of interpersonal phenomena to build a taxonomy for interpretation. Technologically, we are still not in full control over the necessary timeliness for the realization and suggest to rethink methods to implement functional and non-functional requirements. Without doubt, one possible next generation of social communication involves HAAT like technologies for shared VR, AR and MR environments. Projecting current developments in VR on the Gartner Hype Cycle it seems appropriate that VR is at the “through of disillusionment” (Rivera and van der Meulen 2014) while social VR may just have received the “trigger”. Picking up the idea of Buxton’s long nose of innovation (Buxton 2008), rethinking and refining approaches and concepts might just be as important as billion dollar investments of stakeholders. This includes critical thoughts on ethical, societal and security manners. HAAT is based on an artificial mediation of social behavior, thus bases on manipulating conversations and interpersonal understanding, and respectively manipulating the individual. Further exploration of the concept must include ethical debates on normativity of “successful” and “adequate” encounters as well as the justification of intervention. The latter being important concerning i) moral justification and ii) security measurements, as online real-time applications imply high security standards. For researchers and technologists the future of social VR is a challenge for human understanding and creativity, research and development that will eventually lead to another reality that is supporting interpersonal adjustments by amplifying, augmenting or enhancing reality rather than just trying to reconstruct it, a reality that is mediating understanding and interpersonal communication rather than just displaying it. It may lead to an Ultra Reality.
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