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Figure 1: Illustration of five products created with theMMI (first two) and the UMI (last three) in the open creative design task.

ABSTRACT
Multimodal Interfaces (MMIs) have been considered to provide
promising interaction paradigms for Virtual Reality (VR) for some
time. However, they are still far less common than unimodal inter-
faces (UMIs). This paper presents a summative user study compar-
ing an MMI to a typical UMI for a design task in VR. We developed
an application targeting creative 3D object manipulations, i.e., cre-
ating 3D objects and modifying typical object properties such as
color or size. The associated open user task is based on the Torrence
Tests of Creative Thinking. We compared a synergistic multimodal
interface using speech-accompanied pointing/grabbing gestures
with a more typical unimodal interface using a hierarchical radial
menu to trigger actions on selected objects. Independent judges
rated the creativity of the resulting products using the Consensual
Assessment Technique. Additionally, we measured the creativity-
promoting factors flow, usability, and presence. Our results show
that the MMI performs on par with the UMI in all measurements
despite its limited flexibility and reliability. These promising results
demonstrate the technological maturity of MMIs and their potential
to extend traditional interaction techniques in VR efficiently.

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than ACM
must be honored. Abstracting with credit is permitted. To copy otherwise, or republish,
to post on servers or to redistribute to lists, requires prior specific permission and/or a
fee. Request permissions from permissions@acm.org.
ICMI ’20, October 25–29, 2020, Virtual event, Netherlands
© 2020 Association for Computing Machinery.
ACM ISBN 978-1-4503-7581-8/20/10. . . $15.00
https://doi.org/10.1145/3382507.3418850

CCS CONCEPTS
•Human-centered computing→Virtual reality; Interaction
techniques; Empirical studies in HCI .
KEYWORDS
Multimodal Interaction; Speech and Gesture; 3D User Interfaces;
Virtual Reality; Creativity; Design; User Study

ACM Reference Format:
Chris Zimmerer, Erik Wolf, Sara Wolf, Martin Fischbach, Jean-Luc Lugrin,
and Marc Erich Latoschik. 2020. Finally on Par?! Multimodal and Unimodal
Interaction for Open Creative Design Tasks in Virtual Reality. In Proceedings
of the 2020 International Conference on Multimodal Interaction (ICMI ’20),
October 25–29, 2020, Virtual event, Netherlands. ACM, New York, NY, USA,
10 pages. https://doi.org/10.1145/3382507.3418850

1 INTRODUCTION
Bolt pioneered instruction-based Multimodal Interfaces (MMIs)
for large graphical displays [8]. Such interfaces promoting a syn-
ergistic use of speech and gestures have also been considered to
provide promising interaction paradigms for Virtual Reality (VR)
[32, 40, 42, 43, 49]. The potential benefits of MMIs include increased
expressiveness, flexibility, reliability, and efficiency [61, 64, 65, 75].
Nevertheless, MMIs are still used considerably less often than Uni-
modal Interfaces (UMIs) in VR. Typical 3D user interfaces for system
control tasks consist of graphical menus and spatial 3D input de-
vices such as physical controllers that combine push-buttons and
joysticks with 3D position and rotation tracking [48].

Possible explanations for this lopsidedness are the technological
challenges of MMIs regarding the recognition of probabilistic user
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input [32, 88], their integration in real-time interactive systems
[21, 46], and semantic integration [44, 45, 66]. The technological
maturity announced for MMIs ten years ago [39] applies to multi-
touch devices, but does not extend to synergistic speech and gesture
interfaces for VR [65, pp. 449–478]. However, considerable progress
has been made in recent years: (1) Commercially available, low-cost
hardware like the Oculus Rift [77] head-mounted display and soft-
ware solutions like the Unity [78] game engine help to make VR
more accessible for the research community and the general pub-
lic. (2) Machine learning has considerably improved the unimodal
recognition of speech and gesture through large data sets and deep
learning approaches [12, 54]. As a result, the recognition rate of
multimodal systems increased as well. (3) Newly developed soft-
ware concepts facilitate the implementation of MMIs specifically
for real-time interactive systems [21, 88]. In summary, all these
accomplishments advanced the technological maturity of MMIs for
VR [85, 90], but an evaluation of the progress made is still pending.

The technological maturity is only one aspect that promotes the
use of MMIs. It is equally important to understand how the techno-
logical means can be used to develop effective and efficient MMIs.
There is a large body of research and existing guidelines focusing
on UMIs (see LaViola Jr et al. [48] for an overview). However, guide-
lines for MMIs are still sparse. In particular, it is not yet clear which
combinations of modalities best accomplish certain tasks in specific
application areas [63, 65]. This research gap stems in part from
a lack of studies that compare unimodal and fully implemented
multimodal interfaces in different domains. This lack is in turn as-
sociated with the technological challenges of implementing MMIs
[20]. One notable exception is the work of Oviatt, who showed that
a multimodal —speech and pen— interface is more efficient than
an unimodal solution in a dynamic interactive map system [58, 65].
Altogether, it remains an open question whether fully implemented
MMIs can finally perform on par with, or even better than, UMIs,
given the technological progress and their potential benefits.

In the present work, we chose design tasks as the target appli-
cation domain. Such tasks especially benefit from VR in terms of
efficiency and effectiveness through lower costs, improved configu-
ration options, dynamic simulations, and possibilities for collabora-
tion [17, 25, 83]. For example, the VR building platform IrisVR [29]
helped to detect and correct design inconsistencies in the construc-
tion of water recycling centers [28]. However, there is almost no
research investigating the influence of the user interface on both
the creative process and the creative product, despite its theoret-
ical importance [36]. In our previous work [85], we showed that
a multimodal –speech and gesture– interface outperforms a typi-
cal unimodal –menu-based– interface in a VR object modification
task with regard to the creativity-promoting characteristics flow,
usability, and presence. However, our evaluation task at the time
did not actually require the participants to be creative themselves.
In our present work, we use a creativity demanding design task and
provide the missing evaluation of the interfaces’ influence on the
creative product. With a partial reproduction of our previous work,
we showcase one aspect of technical maturity, enhance comparabil-
ity in the discussion of the results, and strengthen a necessary basis
for deriving applicable design guidelines for MMIs in the future.

Contribution:We present a summative user study comparing a
fully implemented multimodal –speech and gesture– interface with

a typical unimodal –menu-based– interface in an open creative VR
design task. The task is based on the Torrence Tests of Creative
Thinking [81]. Our results show that the MMI is rated as good
as the the UMI regarding the creativity-promoting factors flow,
usability, and presence. In addition, the Consensual Assessment
Technique [1] did not reveal any differences between products
created with the MMI or UMI in terms of their judged creativity.
The MMI performs on par with the UMI despite its significantly
lower reliability (i.e. more recognition errors) and limited flexibility
(i.e. constrained grammar and limited vocabulary). Altogether, our
results demonstrate not only the technological maturity of MMIs,
but also contribute towards the establishment of design concepts
and guidelines for MMIs. We provide a detailed evaluation of a fully
implemented MMI in VR from which we derive a concrete design
recommendation and propose two generic guidelines for future
research and development.

2 RELATEDWORK
In the following, we give an overview of the current state of 3D user
interfaces for VR and subsequently highlight established techniques
for measuring creativity.

2.1 User Interfaces for VR
Integrated 2D graphical menus operated by unimodal physical input
devices are typical 3D user interfaces in VR for performing system
control tasks [15, 48]. For example, users instruct the system to
modify a 3D object by choosing an action from a graphical menu
with a joystick and the press of a button [29]. The large number
of freely available plugins for unimodal interaction techniques
in VR shows not only their technological maturity but also the
comprehensive research that went into their design. For instance,
the XR Interaction Toolkit [79] or the Virtual Reality Toolkit [80]
for the Unity game engine contain a wide variety of interaction
techniques, including controller input and different types of menus.

Radial menus are especially suitable regarding efficiency, usabil-
ity, and error rates [11, 16, 22, 72]. They are usually composed of
a disk separated into equal segments where each segment repre-
sents a system command. More complex implementations support
the hierarchical organization of menu entries. Choosing a menu
entry triggers a sub-menu for specifying further parameters to
complete a system command [22]. However menus are not without
drawbacks. They force users to shift their visual attention between
the objects of interest and the menu [69], potentially breaking
the users’ flow. Depending on the display type VR may cause a
vergence-accommodation conflict that amplifies this negative effect
[38]. Additionally, even the efficiency of radial menus decreases
with increasing complexity and number of menu-items [16].

In contrast to unimodal interactions, multimodal interactions
commonly combine at least two modalities potentially operating
simultaneously [57]. The specification of parameters required for
triggering system actions can thus be distributed among adequate
modalities synergistically [32], e.g., speech and gesture. Users can
stay focused on the objects of interest [62], which decreases the
need for attention shifts. MMIs show advantages in usability, such
as increased efficiency [48, 70] and user satisfaction [18, 59]. Further,
MMIs potentially induce less cognitive load than UMIs [64].
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Figure 2: The participants were asked to design an object that represents the feeling of joy. They could create, delete, move,
and modify simple 3D objects. Creation, deletion, and modifications of objects’ size and color were performed with either a
unimodal (radial menu) or multimodal (speech and gesture) interface. The two images on the left show the two-step process
of changing the color of an object using the UMI. The image on the right depicts the same action using the MMI.

However, only a few studies compare unimodal and fully im-
plemented multimodal techniques and measure their effects on
activities that require high cognitive resources such as creative
performance [36]. In a previous experiment [85], we confirmed
the expected advantages of multimodal interaction in VR for the
creativity-promoting factors usability, flow, and presence in a stan-
dardized object modification task. Thus, our current work continues
this line of research by using a creativity-demanding VR design
task and providing measurements regarding the designed products.

2.2 Measuring Creativity
Evaluating creativity empirically remains problematic due to the
criterion problem, which is a direct result of the field’s complexity
and multidimensionality [68]. Creativity has not yet been described
in its entirety by one grand theory [6]. A potential theory, including
every aspect of creativity, is even deemed so cumbersome that it
would be incomprehensible and of no use in practical research [35].
However, there are two recurring aspects in most definitions of cre-
ativity: novelty and usefulness, or sometimes also called originality
and effectiveness/appropriateness [24, 50, 71, 74]. Thus, a product,
object, or idea is creative when it is judged as novel and useful. In
turn, creative people are people who are capable of creating novel
and useful products.

Amabile [1] introduced the Consensual Assessment Technique
(CAT), to compensate for the lack of an operational definition. This
technique is based on a consensual definition of creativity regarding
the product and not regarding the process or person [68]. It states
that a product is creative to the extent that judges independently
agree on it. Thus, the technique’s validity is not linked to a particular
theory or definition of creativity, but to the subjective definition of
each judge and the inter-rater reliability between all judges. The
product’s creativity is measured by the extent to which judges agree
that one product is more creative than another. The CAT overcomes
the difficulty of defining objective criteria for identifying creativity
in products. It solely relies on the subjective criteria of appropriate
judges. CAT is well-validated and widely used in creativity research
[2, 3, 7, 68]. When applying CAT, important factors regarding the
(1) judges and the (2) task have to be considered. (1) The judges
must be sufficiently familiar with the product domain in order to
have developed some implicit subjective criteria for creativity in
this domain [4]. However, the degree of familiarity does not have
to be the same for all judges [2]. In specialized domains, expert

judges cannot be easily replaced by non-experts. For instance, in the
domain of poetry, college students showed less inter-rater reliability
than professional poets when judging poems [34]. Creativity in less
specialized domains like paper collages can be rated by non-experts
from various backgrounds [2]. (2) The task should be open-ended
enough to permit flexibility in outcomes and the creation of novel
products allowing the user to be creative [1]. It shall not depend
on specialized skills, e.g., ability to draw, to avoid large individual
differences in baseline performance.

The Torrence Tests of Creative Thinking (TTCT) [81] propose
widely used tasks that satisfy the aforementioned requirements of
CAT [1]. They are divided in verbal and figurative tasks, which
aim to elicit the participants’ creativity. For instance, in a figural
task, the objective is to create a paper collage by combining simple
objects of various sizes and colors using scissors and glue. This task
is usually performed on paper and, to the best of our knowledge,
has not yet been performed in a fully-immersive HMD-based VR
application. The TTCT are a suitable tool for measuring creativity
in gifted people and in the general population [37].

While CAT evaluates creativity by focusing on the creative prod-
uct, there are other concepts associated with the creative process in
VR. In particular, people engaged in creative tasks often reported
a feeling of flow [86]. Flow is achieved if the users can fully in-
vest their attention in the task at hand and if the task’s difficulty
matches their abilities [13]. Accordingly, the interface must be as
usable as possible to minimize disruptions caused by its utilization
and to introduce as little additional workload as possible [67]. This
can be achieved by leveraging users’ experience, knowledge, and
engrained behavioral patterns when designing the interface [60].
Intuitive use, a sub-concept of usability, is of particular importance
in this context. It suggests that interfaces are more effective, satis-
fying, and require fewer cognitive resources if a user can operate
them by subconsciously applying previously acquired knowledge
[26, 56]. For example, head-tracking in VR is considered to be very
intuitive, since manipulating one’s viewpoint by moving the head
is a natural and well-known interaction from the real world. Thus,
high usability may foster flow and subsequently creativity. Jin pro-
vides empirical evidence that presence plays a mediating role in
inducing flow [30, 31]. For this reason, we also consider it to be
an important factor for creativity. Taken together, flow, usability,
and presence can influence creative processes in VR. Interaction
techniques should promote these factors in VR design applications.
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Table 1: Overview of our variables and hypotheses catego-
rized in creative process and creative product.

Variable Hypotheses

Creative Process
(H1) Flow UMI < MMI
(H2) Usability UMI < MMI
(H3) Presence UMI < MMI

Creative Product
(H4) Creativity Assessment UMI < MMI

3 STUDY
3.1 Approach and Hypotheses
To the best of our knowledge, there is no prior research regarding
the assessment of creativity in creativity-demanding VR design
tasks. Therefore, we propose an approach based on the Torrance
Tests for Creative Thinking [81] and the Consensual Assessment
Technique [1]. We created an open VR design task based on one
of the figural tasks of the TTCT. Participants were asked to create
a three-dimensional object representing something “joyful” in a
virtual environment by creating, modifying, and combining prim-
itive forms, i.e., spheres, boxes, and pyramids (see Figure 2). We
chose the concept “joy” since it represents a commonly understood
feeling and has been used successfully in previous research [1].
The available actions ranged from creating and deleting objects to
changing their position, orientation, size, and color. Thus, partici-
pants were able to create novel products without any specialized
skills in an open-ended, flexible, building-block-based design task.

The study was conducted in a between-subject design where
participants either used the MMI or the UMI. We evaluated both the
creative process bymeasuring the creativity-promoting factors flow,
usability, and presence, and the creative products by using the CAT.
Based on the results of our previous experiment [85], we expected
that our implementation of the MMI supports a higher feeling of
flow, usability, and presence compared to the UMI. Subsequently,
we assumed that the products created with the MMI are judged as
more creative. The hypotheses are presented in Table 1.

3.2 Apparatus
3.2.1 Virtual Environment. We implemented a virtual environment,
a UMI, and an MMI to test our hypotheses. As a basis, we reused the
implementation of our previous work [85]. The virtual environment
was realized with Unity 2017.4.8f1 [78]. We used an Oculus Rift S
HMD [77] for visualization, two Oculus Touch Controllers, and the
built-in microphone for interaction. Both interfaces relied only on
this consumer-level hardware to increase comparability.

The environment consisted of a simple room enabling realis-
tic object shape, color, and depth perception while not distracting
participants from the experimental task. It featured a centered one-
meter high podium on which participants created their products
(see Figure 1). Object gravity was disabled, and objects could arbi-
trarily intersect with each other. Virtual hands and controllers were
displayed in VR (see Figure 2). The application ran on a VR-capable

Create Cube Sphere Pyramid Delete

Size Tiny Small Normal Big Large Smaller Bigger

Color Red Blue Yellow Green Grey

Figure 3: A depiction of the icons used in the radial menu.
The left side shows all possible actions, the right their re-
spective parameters. The delete action in the upper right cor-
ner has additional parameters.

PC that allowed for fluent rendering. We logged the framerates and
registered no noticeable drop below 90 fps during the experiment.

3.2.2 General Interface. In both the MMI and UMI condition, par-
ticipants used the same interactions for selection and object move-
ment. The ray-casting and virtual-hand technique was used for
selection [48]. A virtual object was selected as long as the user’s
virtual hand or the ray (cast from the virtual hand into the envi-
ronment) intersected with it. A selection was signaled with soft
controller vibrations and a white frame around the selected object.
Only the virtual-hand technique was used for object movement.
First, the user had to place their virtual hand inside the object. Sec-
ond, pressing and holding the trigger button attached the object
to the virtual hand. Third, the user was able to drag the object to
a new position by moving the virtual hand. Fourth, releasing the
trigger button detached the object from the user’s virtual hand.

The MMI and UMI were used for object creation, modification,
and deletion. When creating an object, it spawned at the position
of the dominant hand. An object had to be selected beforehand
to perform an object modification or deletion. Participants could
always change the last modified object without selecting it again. In
both the UMI and MMI, a help menu (triggered with the B-button)
provided information about how to use the respective interface.

3.2.3 Unimodal Interface. The UMI consisted of a two-level radial
menu with custom icons and was implemented using the Virtual
Reality Toolkit V3.2.0 [84] (see Figure 2, left). It was bound to the
non-dominant virtual hand and could be opened by pressing the
controller’s joystick. The first level of the menu provided all possi-
ble actions. The second level opened after selecting an action by
pressing the joystick. It displayed corresponding parameters, e.g.,
the colors after choosing the color action. All actions and their
parameters are summarized in Figure 3. After selecting a parameter,
the menu closed automatically and the system performed the action.
Deletion was the only action directly executed for the currently
selected object with no further parameters. Menu icons were high-
lighted by moving the controller’s joystick and selected by pressing
it. The hand trigger served as the back and close button.

3.2.4 Multimodal Interface. The MMI consisted of a synergistic
combination of speech and pointing/grabbing gestures. The inter-
face was implemented using the open-source platform Simulator X
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Table 2: An overview of all multimodal commands using
speech and pointing/grabbing gestures. All commands are
translated to English but were used in German in the study.

Create Utterances Create a <Property>.
Property cube | sphere | pyramid

Size Utterances Make <Object> <Property>. |
Make <Object> smaller/bigger.

Object that [pointing, grabbing] object |
that [pointing, grabbing] | it

Property tiny | small | normal | big | large

Color Utterances Paint <Object> <Property>.
Object that [pointing, grabbing] object |

that [pointing, grabbing] | it
Property red | blue | yellow | green | gray

Delete Utterances Delete <Object>.
Object that [pointing, grabbing] object |

that [pointing, grabbing] | it

[21, 47]. Simulator X contains an implementation of a concurrent
Augmented Transition Network (cATN) [88] and is freely available
[89]. The cATN is the successor of the temporal Augmented Tran-
sition Network (tATN) [41] and was used to define and recognize
possible multimodal utterances. We used the Microsoft Speech SDK
for speech recognition [52]. An in-depth description of the system
architecture can be found in our previous work [85]. All supported
utterances are displayed in Table 2. For instance, changing the color
of an object required the following interaction: First, the user had
to utter the corresponding keyword “paint” to denote the type of
action. Second, an object had to be selected by either pointing or
grasping while simultaneously saying “that object” or simply “that”.
Last, the new color was defined by speech, e.g., “red”. A pulsing mi-
crophone icon in the participant’s field of view provided feedback
on active speech and gesture processing.

3.3 Measurements
Our measurements are categorized into dependent variables re-
garding the creative process and the creative product. The former
consists of measurements regarding flow, usability, and presence.
The latter consists of the judges’ evaluation of the designed products
in terms of creativity, novelty, complexity, and effort. We captured
video, sound, and screen recordings of all sessions. We logged the
time each participant spent designing their product and all per-
formed actions. In addition, we recorded control variables to reveal
and control differences between both conditions.

3.3.1 Creative Process. To measure flow, we used the FQNR, a
survey on the two flow characteristics enjoyment and concentration
[23]. It captures four items, each on a Likert scale ranging from 1 to
5 (5 = high feeling of flow). In addition, we employed the GEQ sub-
scale for flow [27]. It consists of five items, each on a Likert scale
ranging from 0 to 4 (4 = high feeling of flow). Lastly, we recorded
the relative subjective duration (RSD) [14], which was calculated
using Equation 1.

RSD =
Perceived task duration − Actual task duration

Actual task duration
(1)

The lower the calculated percentage, the higher the feeling of flow.
RSD builds upon the assumption that a high level of flow provides
the impression that time passes faster.

Regarding usability, we measured intuitive use, workload, effi-
ciency, and the effectivity of the MMI. We used the Questionnaire
for Subjective Consequences of Intuitive Use (QUESI) [55]. The
QUESI captures 14 items, each on a Likert scale ranging from 1
to 5 structured in five dimensions: mental workload, the achieve-
ment of goals, the perceived effort of learning, familiarity, and the
perceived error rate. The total score ranges from 1 to 5 (5 = high
intuitiveness). The mental workload was measured with the SEA
scale [19], the german version of the Rating Scale Mental Effort
[5, 87]. It consists of a single item ranging from 0 to 220 (220 = high
workload) presented after the experimental task was finished. To
capture efficiency, we calculated the actions per minute (APM) from
the total number of performed actions and the total task duration.
In addition, we counted the recognition errors of the MMI post-hoc
from the recordings. We logged the following errors: The MMI
recognized a wrong action, a wrong parameter, or both (e.g., “paint
it red” instead of “make it small”), it recognized no valid command
when it should have, and it recognized a valid command when it
should not have. These errors were only logged for the MMI, since
they do not occur in a non-probabilistic UMI. We calculated the
errors per action (EPA) based on the counted recognition errors
and the total number of actions performed to obtain an indicator
for the interfaces’ effectivity.

Lastly, we used the PQNR introduced by Bouchard et al. [9, 10]
to measure presence. It consists of a single item scale ranging from
0 to 10 (10 = high presence).

3.3.2 Creative Product. The designed products were evaluated by
judges following the CAT. Creativity was measured on more than
one dimension, as recommended by Amabile [2]. Judges were asked
to evaluate each product regarding creativity, novelty, complexity,
and the effort put into its creation. Each dimension was rated using
a single item on a 5-point Likert scale ranging from 1 to 5 (5 = very
creative, novel, etc.). The questions were taken from Amabile [3].

3.3.3 Control Variable. We used the Kaufman Domains of Creativ-
ity Scale (K-DOCS) [33, 51] to assess the participants’ creativity.
The K-DOCS measures self-rated creativity on a five-point Likert
scale (1 = much less creative; 5 = much more creative). Participants
were asked to state their creativity in comparison to people of their
age and life experience using 50 behavior-based questions that re-
flect a domain-specific perspective of everyday creativity. Since
we did not expected any simulator sickness [73], we measured the
participants’ well being with a single question: Do you currently
feel physical discomfort?.

3.4 Participants
3.4.1 Creative Process. For the interface comparison, 56 partici-
pants were randomly assigned to either the UMI or the MMI con-
dition. Participants received one hour of course credit or financial
compensation. Participants (16 male, 40 female) were aged between
19 and 62 years (M = 27.29, SD = 9.76). They had no hearing impair-
ments and normal, or to normal corrected, vision. All participants
were native speakers or spoke the German language for more than
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Explanation Video Experimental Task

UMI

MMI

Consent

Demographics 

Creativity

Info

Simulator 
Sickness

Actual & Perceived Task Duration (RSD), Performed ActionsIn Vitro

„Make this ball tiny!“

Presence
Workload

Training Task

Opening

Closing

Flow

Simulator 
Sickness

Intuitive Use

Figure 4: An overview over the experimental procedure of the interface comparison which is read from left to right and top
to bottom. A detailed description of the procedure can be found in Section 3.5.1.

ten years, which was deemed sufficient to use the MMI. Five par-
ticipants experienced VR for the first time, 42 experienced VR one
to ten times, and nine experienced VR more than ten times. In the
UMI condition, we tested 28 participants aged between 19 and 62
(M = 27.86, SD = 11.31), and in the MMI condition, we tested 28
participants aged between 19 and 56 (M = 26.71, SD = 8.08). To
control the distribution of our tested samples, we compared both
conditions regarding age, gender, and creativity (K-DOCS). Pair-
wise comparisons between all dimensions of these factors did not
show significant differences.

3.4.2 Creative Product. 18 judges (5 male, 13 female) between the
age of 19 and 22 (M = 20.22, SD = 1.17) rated the designed products.
All judges were students at a university, native speakers, and all
but one experienced VR in the past.

3.5 Procedure
3.5.1 Creative Process. Participants followed a strict experimen-
tal procedure depicted in Figure 4. In the beginning, they read
the experimental information, gave consent, and generated a code
for pseudonymization. Then, they answered questions on demog-
raphy, creativity (K-DOCS), and simulator sickness. Participants
got familiar with the respective interaction technique by watch-
ing an explanation video and performing a five-minute training
phase. During the training in VR, participants were asked to repli-
cate a simple object which required each possible interaction to
be performed at least once. The test phase consisted of the prior
explained task instructed as follows: “Please create an object that
represents the feeling of joy”. Participants decided by themselves
when their object was finished. We imposed no time limits for the
experiment. During the training and test phase, we logged framer-
ate, task duration, number of actions, and what kind of actions were
performed and started the video, audio, and screen recording. Upon
finishing the task, we captured the mental workload and presence
scores while participants were still in VR. In addition, we asked
participants to indicate the perceived task duration before they had
the opportunity to check the time. Combined with the measured
task duration, we calculated the RSD. All these instructions and
questions were audio-recorded and played in VR. We instructed par-
ticipants to answer the questions verbally while the experimenter
logged each answer. After leaving the VR, participants answered

Table 3: This table shows the absolute number of performed
actions for both interfaces.

Performed Actions

Create Delete Scale Color Total

UMI 682 58 745 692 2177
MMI 691 63 763 654 2171

the post-question on simulator sickness and the questionnaires on
intuitive use and flow. Depending on the task duration, the whole
experimental procedure took between 40 and 60 minutes.

3.5.2 Creative Product. The evaluation was carried out by using an
online survey that was structured to meet the requirements of the
CAT procedure [2, 4]. First, the judges had to fill in a demographic
questionnaire. Second, they were presented with instructions on
how the products were created and how they should be evaluated
based on their subjective criteria of creativity. We did not provide
the judges with any definition of creativity to not influence them.
Further, they were instructed to rate the products relative to each
other and not against an absolute standard, e.g., a famous sculp-
ture of a professional artist. Third, judges viewed short videos (15
seconds) of each product without rating them to get a holistic im-
pression of all products. Lastly, they viewed every video again and
rated the product on the four dimensions: creativity, novelty, com-
plexity, and effort. The order in which the videos were presented
to the judges was assigned randomly to avoid order effects.

4 RESULTS
Table 3 depicts the distribution of the absolute number of actions
performed per interface. Participants using the UMI performed on
average (M = 77.75, SD = 41.54) a similar amount of actions as partici-
pants using theMMI (M = 77.54, SD = 37.84), 𝑡 (25) = 0.02, 𝑝 = .984.
Similarly, the average time for object completion in the UMI con-
dition (M = 10.89 minutes, SD = 5.37) was not significantly dif-
ferent than in the MMI condition (M = 10.93 minutes, SD = 5.44),
𝑡 (25) = 0.03, 𝑝 = .978.
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Table 4: The table shows the results of the statistical analy-
sis regarding the differences in flow, usability, and presence
as well as the for the creativity assessment measurements
between both interfaces.

UMI (𝑛 = 28) MMI (𝑛 = 28)

𝑀 (𝑆𝐷) 𝑀 (𝑆𝐷) 𝑝

Flow (H1)
FQNR score 4.36 (0.44) 4.38 (0.51) .435
GEQ score 2.84 (0.58) 2.77 (0.49) .308
RSD in % 13.34 (35.52) 6.64 (38.78) .252
Usability (H2)
QUESI score 3.51 (0.71) 3.54 (0.51) .252
SEA score 53.46 (28.82) 55 (35.64) .409
APM 7.40 (2.48) 7.37 (1.79) .347
EPA 0.0 (0.0) 0.15 (0.08) < .001∗
Presence (H3)
PQNR score 8.00 (1.09) 8.19 (1.33) .197
Creativity Assessment (H4)
Creativity 3.23 (0.73) 3.14 (0.71) .653
Novelty 2.97 (0.72) 3.00 (0.77) .897
Complexity 2.80 (0.62) 2.73 (0.57) .692
Effort 2.83 (0.71) 2.83 (0.68) .966
∗ indicates significant results

For our statistical analysis, we corrected values below the 5th
and above the 95th percentile by the use of the Winzorizing cor-
rection approach [82] to deal with the few outliers in the data
(0.03 % of all values). After adjusting outliers, all data showed ho-
mogeneity of variances in the performed Levene’s tests. However,
Shapiro-Wilk tests revealed a violation of normal distribution for
the data of the FQNR score, APM, SEA score, and PQNR score.
Therefore, we calculated two-sided Mann-Whitney-U tests for the
measurements with violated pre-assumptions and two-sided t-tests
for all other measurements. For CAT measurements, we calculated
consistency and reliability among the judges using Cronbach’s 𝛼
[76]. Judges’ ratings were found to be highly consistent for cre-
ativity (𝛼 = .904), novelty (𝛼 = .907), complexity (𝛼 = .868), and
effort (𝛼 = .919). Table 4 summarizes the descriptive data and test
results for the interface comparison. An exploratory analysis of the
relationship between EPA and flow, usability, and presence showed
no signs of an influence of recognition errors on the measurements.
Further exploratory analysis showed no gender differences. The
simulator sickness question showed no signs of discomfort in a
pre-post comparison.

Additionally, we explored the assumption that creative perfor-
mance is related to flow, usability, and presence. To this end, we
calculated the correlations between the variables of the creativity
rating and the variables of the aforementioned factors for the en-
tire sample (𝑛 = 56). Since the data for FQNR score, APM, SEA
score, and PQNR score violated normal distribution, we calculated
Spearman’s 𝜌 for these variables. For the remaining variables, we
calculated Pearson’s 𝑟 . Table 5 shows the correlation matrix.

Table 5: The table shows the correlation matrix between
flow, usability, and presence variables and the creativity as-
sessment variables.

Creativity Assessment

Creativity Novelty Complexity Effort

Flow
FQNR score .28∗ .22 .34∗ .35†
GEQ score .14 .02 0.22 .28∗
RSD in % .11 .08 .08 .09
Usability
QUESI score .31∗ .19 .28∗ .32∗

SEA score −.35† −.38† −.27∗ −.17
APM .14 .08 .12 .18
EPA −.07 −.01 −.01 .20
Presence
PQNR score .18 .10 .10 .09
∗𝑝 < .05, †𝑝 < .01

4.1 Findings Summary
Surprisingly, the most important finding is the equivalent perfor-
mance between the interfaces, despite the significantly lower relia-
bility as well as limited flexibility of the MMI. Indeed, we hypothe-
sized that participants using the MMI perceive a higher feeling of
flow (H1), a higher usability (H2), and a higher feeling of presence
(H3) during the open creative task. As these factors are supposed to
promote creativity, we hypothesized that products designed with
the MMI are rated as more creative by independent judges (H4).
Contrary to our hypothesis, our primary results show no signifi-
cant differences regarding flow (H1), usability (H2), presence (H3),
and the judged creativity of designed products (H4). The MMI per-
formed on par with the UMI in all measurements

Another important finding are the significant correlations be-
tween the creativity assessment of designed products and the flow
& usability measurements with moderate correlation coefficients.
These correlations support the current state of research that the
perceived feeling of flow and the usability of the utilized interface
influence the creativity of the designed product. Ultimately, they
emphasize the importance of highly usable interfaces to maximize
creativity in VR design applications and thus the potential rele-
vance of MMIs in this domain. The implications of these findings
are discussed in the following sections.

5 DISCUSSIONS
We identify two reasons why the MMI has not achieved its hypoth-
esized superiority over the UMI: (1) its low reliability (i.e., high
recognition errors) and (2) its limited flexibility (i.e., constrained
grammar and limited vocabulary). For (1) the MMI failed to cor-
rectly recognize the command every seventh interaction, while the
UMI’s button presses produced, as expected, no errors. An initial
informal analysis of our system revealed that almost all recognition
errors are due to the speech recognition error rate of the afore-
mentioned off-the-shelf products. Despite these errors, the MMI
was rated as good as the UMI. For (2), the MMI has been designed

pre
pri

nt



with a simple grammar (i.e. command structure) and vocabulary.
It did not allow synonyms or alternative sentence structures. This
substantially limited two commonly advocated advantages of MMIs:
flexibility and naturalness.

However, further differences can explain the contradictory re-
sults from our last experiment [85]. The two main differences are
the task the participants had to perform in the experiment and the
study design. In the current experiment participants had to employ
their creativity to create new objects from scratch in an open de-
sign task, instead of replicating presented objects. This has led to
completely different results regarding flow, usability, and presence.
Participants in the current experiment reported an overall higher
feeling of flow (with both interfaces) than the ones in the previous
experiment. This was to be expected since intrinsically motivated
and demanding creativity tasks achieve a higher feeling of flow
compared to extrinsically motivated monotonous replication tasks
[53]. However, a higher feeling of flow may obscure subtle differ-
ences in otherwise very usable interfaces (cf. high QUESI scores)
since participants are less focused on the interface and more on
applying their creativity. In addition, the two study designs also
differed. We used a between-subject design in contrast to the pre-
viously used within-subject design. Participants could not directly
compare and judge between interfaces which could have had an
additional influence on the their assessments.

All these differences raise interesting questions about the reliabil-
ity of such comparisons and the conclusions drawn from them. The
advantages or disadvantages of one interaction style over the other
are heavily dependent on boundary conditions, e.g., task, environ-
ment, concrete implementation details, and dependent variables.
Subtle differences in these boundary conditions seem to make the
overall setups either too sensitive or too agnostic to changes in the
independent variables.

6 LIMITATIONS AND FUTURE WORK
Our results show that the UMI and the MMI are suitable for the use
in creative design applications. Nevertheless, the present work has
several limitations that leave space for future work. First, the panel
of judges in the CAT consisted only of students. Judges showed
a high degree of agreement in their ratings, which is commonly
regarded as the criterion for validity of the CAT. However, a com-
parison to a panel of judges consisting of professional artists, ideally
with ample VR experience, could yield additional insights.

Second, our application supported comparatively fewer actions
than actual design applications. We chose this setup since it was
the first study using an open design task in VR. An in-depth in-
vestigation is necessary to determine whether a larger number of
available actions negatively affects the performance of the MMI, as
is the case with the performance of the radial menus in UMIs [16].

Lastly, as previously discussed, future work has to further re-
search the generalizability of our results on other tasks, domains,
and setups towards the goal of creating more generally applicable
guidelines. In particular, comparisons should feature more complex
MMIs that provide flexible and reliable natural interactions. How-
ever, due to the aforementioned lack of guidelines, such interfaces
can not yet be straightforwardly implemented.

7 IMPLICATIONS AND GUIDELINES
Our results cast new light on the usability and applicability of
multimodal interfaces in VR. Overall our findings and discussions
can be formulated as one specific recommendation and two generic
guidelines for future research and development:

Recommendation:Consider a simple synergisticmultimodal
interfaces using speech-accompanied pointing & grabbing
gestures in VR instead of hierarchical radial menus for 3D
object manipulation in creative tasks.

Guidelines:Consider a simple synergisticmultimodal inter-
face for object modeling in VR: Indeed, these types of interfaces
are possible in VR and they are usable in VR, even when providing
a limited flexibility and reliability. Both our current and previous
work [85] demonstrate the technological maturity of MMIs in VR
and address the current lack of comparative studies. We imple-
mented a fully functional MMI with current software and hard-
ware. Advanced hardware, better unimodal recognition systems,
and new software concepts have not yet closed the technological
gap between these interfaces, but have considerably narrowed it.
We demonstrated that MMIs became technologically feasible for
widespread use in VR applications and that recognition errors and
limited flexibility do not render them completely unusable and are
tolerated by the user.

Guidelines:Consider summative studies between unimodal
and multimodal interfaces. There is still a research gap with
regard to the development of truly flexible and natural MMIs for VR.
This gap can be attributed to a lack of applicable guidelines which
specify what modalities (and their combined, potentially synergistic
use) are most likely to be beneficial for particular tasks in various
application areas. Overall, the community needs more comparisons
with different boundary conditions to build an extensive body of
research from which more concise design guidelines for MMIs can
be derived. Especially since their technological maturity makes it
easier to conduct these comparisons. We especially emphasize the
need for more comparative studies, which must carefully consider
all boundary conditions like the task, design, and procedure, in order
to be able to interpret and generalize results more thoroughly.

8 CONCLUSION
In this paper, we present a summative user study comparing a syn-
ergistic multimodal –speech and gesture– interface with a typical
unimodal –menu-based– interface in an open creative VR design
task. The MMI has been fully implemented with openly-available
soft- and consumer hardware. We adapted a creativity demanding
design task from the Torrence Tests for Creative Thinking to VR
and used the Consensual Assessment Technique to rate the creativity
of designed products. The MMI and the UMI achieved comparable
and overall good scores in all measurements. The MMI induced
comparable flow and presence and was rated as usable as the UMI
despite its limited flexibility (i.e. constrained grammar and lim-
ited vocabulary) and its lower reliability (i.e. significantly higher
recognition errors rate). The results demonstrate the technolog-
ical maturity of MMIs in VR as well as their potential to extend
traditional interaction techniques. Our future work will focus on
developing and comparing more sophisticated MMIs and UMIs for
different types of VR applications.
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