
Visual angle modulates affective responses to audiovisual stimuli
Accepted manuscript

Dominik Gall∗, Marc Erich Latoschik

Human-Computer Interaction, University of Würzburg, Am Hubland, 97074 Würzburg, Germany

Abstract

What we see influences our emotions. Technology often mediates the visual content we perceive. Visual angle
is an essential parameter of how we see such content. It operationalizes visible properties of human–computer
interfaces. However, we know little about the content-independent effect of visual angle on emotional
responses to audiovisual stimuli. We show that visual angle alone affects emotional responses to audiovisual
features, independent of object perception. We conducted a 2 × 2 × 3 factorial repeated-measures experiment
with 143 undergraduate students. We simultaneously presented monochrome rectangles with pure tones and
assessed valence, arousal, and dominance. In the high visual angle condition, arousal increased, valence and
dominance decreased, and lightness modulated arousal. In the low visual angle condition, pitch modulated
arousal, and lightness affected valence. Visual angle weights the affective relevance of perception modalities
independent of spatial representations. Visual angle serves as an early-stage perceptual feature for organizing
emotional responses. Control of this presentation layer allows for provoking or avoiding emotional response
where intended.
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1. Introduction

What we see influences and evokes emotions.
This content-based evocation works with single pic-
tures, e.g., displaying a crying person or a tortured
animal, as well as by stories told as, e.g., in movies.
Notably, this effect does not only occur in response
to iconic or tangible objects or events. For exam-
ple, color-to-emotion associations elicit affective re-
sponses even to very simple stimuli (Kaya and Epps,
2004).

Today, what we see is often mediated or even
determined by technology. Visual information is
central for graphical displays prominent in current
Human-Computer Interaction paradigms, from 2D
Graphical User Interfaces to Virtual and Augmented
Reality. Inevitably, the graphical information pre-
sented in such displays impacts the affective re-
sponse of users. For the design of graphical user
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interfaces, it is, therefore, crucial to understand the
effect of visual displays on emotions. Such knowl-
edge allows for preventing unintended or eliciting
intended emotions. The content layer surely has
affective power (e.g., Lang et al. (1999)); however,
we know little about the affective power of the pre-
sentation layer.

The presentation layer of graphical displays has
several properties, including display size, resolution,
maximum brightness, color resolution, contrast, and
dynamic range, and field of view. The combination
of size, resolution, and field of view determines the
overall maximum quantity of visual information dis-
played simultaneously. The user-to-display distance
then determines the perceivable information. The
most general measure to operationalize the result-
ing quantity of visual information is the visual angle.

The goal of this study is to identify how the
visual angle modulates the emotional responses
to audiovisual content. Previous studies on emo-
tional responses to visual angle focus on the content
layer. Larger naturalistic stimuli induced increased
arousal and dominance ratings compared to smaller



stimuli (Detenber and Reeves, 1996); they also in-
duced lower heart rates and higher skin conduc-
tance (Reeves et al., 1999); as well as increased
arousal ratings and skin conductance (Codispoti
and De Cesarei, 2007). Naturalistic stimuli are more
engaging compared to simple stimuli and hence pro-
vide suitable means to study emotional responses
(see De Cesarei et al. (2017) for a review). Natural
scenes, however, induce mechanisms of object and
scene recognition. They induce effects that might
confound the analyses of visual angle: notably, ob-
ject size variations and spatial information destiny.
Moreover, general attentional processes differ for
naturalistic and simple stimuli: Observers, for exam-
ple, categorized natural scenes in the near absence
of spatial attention while they failed to distinguish
simple stimuli (Li et al., 2002; Fei-Fei et al., 2005).
In this study, we address the emotional effect of
visual angle without using photorealistic images.

Size variations of naturalistic stimuli confound
the perceived distance of the observer to the stim-
ulus. Size variations also confound the ability of
the observer to differentiate the content of the stim-
uli. Both perceived distance and content discrimina-
tion, in turn, affect emotional responses to stim-
uli. Apart from these high-level processes, low-
level perceptual information already starts to initiate
emotional responses. This low-level information is
independent of presentation properties like color,
brightness, spatial information density, or complex-
ity (Junghöfer et al., 2001). Early stages of natu-
ral scene recognition are independent of high-level
object recognition (Oliva and Torralba, 2006; Tor-
ralba et al., 2006). Regularities in the appearance
of scenes, however, modulate object recognition
even in early processing stages (see De Cesarei et al.
(2017) for a review). The use of such regularities
limits the impact of visual noise, information den-
sity, or object size. The processing of regularities in
scenes correlates to neural activities that associate
with categorization tasks (De Cesarei et al., 2013,
2015). The visual angle is independent of scene
characteristics. We, hence, assume that the visual
angle of a percept constitutes a visual feature that
is available independent of object recognition pro-
cesses. In this study, we investigate the impact of
visual angle while minimizing the impact of object
recognition effect, which might confound emotional
responses.

Visual and auditory perception is interdepen-
dent (McGurk and MacDonald, 1976). This interde-
pendence affects the processing of emotional stim-

uli. Visual information influences the perception of
emotional auditory content: Videos of musical per-
formance, for example, affect emotional response to
musical stimuli (Chapados and Levitin, 2008; Vines
et al., 2006, 2011; Thompson et al., 2008). Fur-
thermore, visual information intensifies emotional
ratings of congruent auditory content (Cox, 2008).
Vice-versa, auditory-induced emotions affect the
emotional perception of visual content (Logeswaran
and Bhattacharya, 2009; Marin et al., 2012). Hence
we hypothesize that visual angle not only affects
the emotional responses to visual but also to audi-
tory information. In the current study, we address
how the visual angle interacts with auditory content
perception to organize emotional responses.

This article reports novel findings on the effect
of visual angle on affective responses to audiovi-
sual content features. We investigated the impact
of visual angle on affective responses to visual and
auditory stimulus features independent of object
recognition processes. Visual content features mod-
ulated affective perception only when the visual
angle was high. Auditory content features modu-
lated affective perception only when the visual angle
was low. Our results indicate that visual information
availability modulates emotional responses on early
processing steps. We suggest that this processing
step is independent of object recognition processes.

1.1. Theoretical background
The importance of a percept for the inten-

tions of the perceiver shapes her emotional re-
sponses (Vuilleumier, 2005). The visual angle is one
of the first perceived properties of such a percept.
Previous studies confound the emotional effect of
visual angle with variations in perceived proximity
and information density.

The visual angle is a function of the physical
size of the percept and its distance to the observer.
Both parameters affect the evaluation of the im-
portance of the percept (Teghtsoonian and Frost,
1982). The cognitive representation of a percept is
size-invariant (Ittelson, 1960; Kolers et al., 1985;
Biederman and Cooper, 1992). Hence the size of
a percept relates to the physical distance of the ob-
server to the object (Loftus and Harley, 2005). Per-
ceivers link changes in percept size to approaching
and receding movements. Approaching movements
intensify affective responses compared to receding
movements (Mühlberger et al., 2008). This effect
even holds if participants just imagined changes
in stimulus size (Davis et al., 2011). Participants
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also represented distal events in a more abstract,
schematic way (Fujita et al., 2006; Henderson et al.,
2006; Trope and Liberman, 2010). Increasing the
perceived physical distance to aversive stimuli re-
duces their perceived threat (Mobbs et al., 2007;
Williams and Bargh, 2008; Blanchard et al., 2004).
In line with this reasoning, increasing the size of
photorealistic images intensifies subjective arousal
and dominance ratings (Codispoti and De Cesarei,
2007; Reeves et al., 1999). Hence this effect of
size variation might be due to perceived proximity
instead of visual angle. In this study, we analyze
the effect of visual angle independent of perceived
proximity.

Furthermore, spatial information density may con-
found the emotional effects of stimulus size varia-
tion. Previous studies about the effect of stimulus
sizes use naturalistic stimuli (e.g., the International
Affective Picture System (Lang et al., 1999)). Size re-
duction of such naturalistic stimuli increases spatial
information density: less space displays the same in-
formation. This densification increases the difficulty
of discriminating content (Loftus and Harley, 2005).
Discrimination of content, in turn, is necessary for
a content-specific emotional response. The varia-
tion of spatial information density might explain the
variation of emotional responses to varying stimu-
lus sizes: De Cesarei and Codispoti (2008) reports
that reducing fine-grained details in constant-sized
images modulates emotional response in the same
way as size variation does. Moreover, a temporal
variation of spatial information density might affect
emotional responses, though the empirical results
are incoherent (see De Cesarei and Codispoti (2013)
for a review). Hence we assume that information
density confounds emotional responses to the size
variation of naturalistic stimuli.

A fixed visual angle defines two states: inside
and outside the percept. These separated areas in-
evitably define a boundary. To operationalize visual
angle, we used monochrome rectangles comprising
the minimal set of perceptual features: a spatial
boundary defined by contrasting colors. We assume
that the perception of monochrome rectangles of
varying size dissociates the effects of spatial infor-
mation density from the visual angle. Monochrome
rectangles reduce the perceptual features that facili-
tate object recognition to a minimum (object shape,
surface details, three-dimensional shading, texture,
and object coloring) (Rossion and Pourtois, 2004;
Tanaka et al., 2001). We assumed that monochrome
rectangles aggravate a three-dimensional object rep-

resentation and, consequently, their positioning in
space. Color information seems independent of ob-
ject perception. The recognition of the emotional
scenery information is not affected by color infor-
mation (Codispoti et al., 2012; Bradley et al., 2001,
2003; Sabatinelli et al., 2007).

1.2. Contribution

We tested the effect of visual angle on the
emotional perception of audiovisual features.
Monochrome color rectangles operationalized vi-
sual angle. We varied visual content features among
different lightness values of the stimulus color. We
operationalized auditory content features as differ-
ent pitches of pure tones. Participants perceived
these tones simultaneously with the visual stim-
uli. Participants then rated their subjective valence,
arousal, and dominance response. We assumed that
the visual angle determines emotional responses,
independent of object recognition processes. Fur-
thermore, we assumed that the visual angle mod-
erates the emotional effect of visual and auditory
content features. For the high visual angle condi-
tion, we observed that increased arousal decreased
valence and dominance perception, and that visual
content features modulated arousal. For the low
visual angle condition, we found that pitch mod-
ulated arousal and that lightness affected valence.
These results indicate that the visual angle weights
the emotional relevance of perception modalities.
A higher visual angle increases responsiveness to
visual features and decreases responsiveness to non-
visual features. These findings inform the design of
new human–machine interaction techniques that in-
corporate visual information transfer and emotional
processing.

2. Method

2.1. Participants

Undergraduate students (143, 118 women) from
the University of Würzburg volunteered to partic-
ipate in the experiment. All participants provided
written informed consent before participation. They
received course credit for participation. All par-
ticipants reported normal or corrected to normal
vision and normal hearing. We excluded 7 partic-
ipants from the analysis for whom technical prob-
lems prevented a correct stimulus presentation. The
final sample size consisted of N = 136 participants
(113 women), with age ranging from 18 to 28 years
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Figure 1: Procedure and stimuli. Participants completed 60 trials in a repeated measures 2 × 2 × 3 factorial design. Each trial began
with the presentation of a fixation cross. Then participants saw a monochrome rectangle and heard a sound. The rectangle was either
small or filled the whole screen. The rectangle had one of five colors, either light or dark. Participants heard either a pure tone in a high
or low pitch or no tone at all. We corrected pitches for equal-loudness. Afterward, participants reported valence, arousal, and dominance
on self-assessment manikin scales.

(M = 20.85, SD = 1.86). Participants were naive
regarding the hypotheses of the experiment. This
study received ethical approval from the institu-
tional ethics committee.

2.2. Design and procedure
The experiment followed a repeated-measures

2 × 2 × 3 factorial design with the factors visual
angle (low vs high), lightness (low vs high), and
pitch (none vs low vs high). We repeated each of
these 12 conditions with five hues. Each participant
completed 60 trials in a balanced, randomized or-
der. Trials began with the presentation of a fixation
cross (3 s). Participants then simultaneously saw
a monochrome rectangle and heard no or a pure
tone for 6 s. The rectangle varied in lightness, vi-
sual angle, and hue. The pure tone varied in pitch.
After a black display (1 s), participants self-assessed

valence, arousal, and dominance on self-assessment
manikin scales. Participants selected responses with
a mouse and proceeded to the next trial by clicking
a button. We instructed participants to report their
emotional responses to the audio-visual stimulus.
Figure 1 illustrates the experimental design.

2.3. Experimental manipulation
Stimuli consisted of the simultaneous presenta-

tion of a visual and an auditory cue for 6 s. Visual
cues consisted of monochrome rectangles that var-
ied in size, lightness, and hue. We used an RGB
approximation of the Munsell color space to specify
the presented colors. The Munsell color space aims
to represent color in a psychophysically plausible
way (Kuehni, 2002), consisting of three dimensions:
value (light to dark), chroma (gray to colored) and
hue (circular scale). We used the five principal
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hues red (10R), yellow (10Y), green (10G), blue
(10B), and purple (10P). For the factor lightness,
we used the Munsell value 7 for the high lightness
and 4 for low lightness. Chroma was constant at
6. We approximated the resulting Munsell colors
(hue value/chroma) with the following RGB val-
ues (in brackets): 10R 7/6: (225,156,134), 10Y
7/6: (184,177,84), 10G 7/6: (108,191,161), 10B
7/6: (130,192,216), 10P 7/6: (207,167,196), 10R
4/6: (141,78,62), 10Y 4/6: (102,95,6), 10G 4/6:
(4,108,83), 10B 4/6: (34,106,131), and 10P 4/6:
(125,86,123). In the low visual angle condition,
the rectangle was 139 mm long and 78 mm high.
For the focal viewing distance of 550 mm, this cor-
responds to 15◦ horizontal and 8◦ vertical visual
angle. In the high visual angle condition, the rect-
angle comprised 930 mm × 523 mm (80◦ × 51◦).
In the high pitch condition, we presented a pure
tone at 523.251 Hz (musical note C5) and 48 dB. In
the low pitch condition, we presented a pure tone
at 130.813 Hz (musical note C3) and 65 dB. We
corrected the loudness of the high pitch tone for
equal-loudness (Suzuki and Takeshima, 2004) to
the low pitch tone by -17 dB. We obtained the cor-
rection value from a small pre-study (N = 3). It lies
within the expected range (Suzuki and Takeshima,
2004). We assume that the perceived loudness of
the two tones was approximately equal. We sampled
both tones with 48 kHz.

Figure 2: Self-assessment manikin scales.We assessed self-
reported valence (top), arousal (center), and dominance (bot-
tom) immediately after stimulus presentation. We labeled the
self-assessment manikin scales with a 9-point Likert scale from 1
(low/negative) to 9 (high/positive).

2.4. Measures

We used the self-assessment manikin
scales (Bradley and Lang, 1994) as primary

outcome measures. Figure 2 depicts the self-
assessment manikin scales. Self-assessment manikin
scales allow non-verbal pictorial assessment of
self-reported affective experience immediately after
stimulus presentation. We used self-assessment
manikin scales with five pictures, labeled with
a 9-point Likert scale from 1 (low/negative) to
9 (high/positive). This measure assumes the
conceptualization of emotion as three independent
dimensional bipolar factors: valence, arousal,
and dominance. Osgood (1952) and Russell and
Mehrabian (1977) Valence conceptualizes approach
or avoidance tendencies. Arousal conceptualizes the
perceived level of physiological activity. Dominance
conceptualizes the perceived level of control. Before
the experiment, we described the self-assessment
manikin scales to the participants, as proposed
by Lang et al. (1999) Dimensional self-reports
about affective experiences that are made directly
after an emotion-eliciting event have reasonable
validity (Mauss and Robinson, 2009). The validity
and reliability of the self-assessment manikin
scales are reasonable (Bradley and Lang, 1994).
In general, dominance is considered the least
sensitive scale among the three and seems to
correlate positively with valence (Bradley and Lang,
1994; Warriner et al., 2013; Russell, 1979). We
collected additional questionnaire measures after
the experiment, which we did not include in this
report.

2.5. Apparatus

We used a standard PC for stimulus presentation
and response registration. A 42 in (106.68 cm)
LCD screen (NEC MultiSync V422) displayed visual
stimuli against a black background in a darkened
room. Before the experiment, we color-calibrated
the screen with a colorimeter (Datacolor Spyder 5
ELITE). We presented auditory stimuli with head-
phones (Sennheiser HD 201). During the experi-
ment, a chin rest supported the head of the partici-
pants. The distance between the eyes of the partici-
pants and the monitor was 55 cm. Participants used
a mouse to select responses. Figure 3 illustrates the
apparatus.

2.6. Statistical analysis

Valence, arousal, and dominance ratings consist
of Likert scale data, that approximate interval mea-
surement (Boone and Boone, 2012). We aggre-
gated ratings over five hue categories. For each
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Figure 3: Apparatus. Participants sat in front of a screen at a
fixed viewing distance. A chin rest supported their heads. Vi-
sual stimuli comprised the full screen in the high visual angle
condition. In the low visual angle condition, the visual stimuli
comprised only a fraction of the screen. Participants answered
questions with a mouse. We presented auditory stimuli in head-
phones.

dependent variable, we then applied a repeated-
measures analysis of variance (ANOVA) to analyze
for main and first-order interaction effects of vi-
sual angle, lightness, and pitch. When necessary,
we Greenhouse–Geisser corrected degrees of free-
dom. To achieve a global alpha level of 5%, we
Bonferroni–Holm adjusted the significance thresh-
olds of the 18 ANOVA tests for multiple comparisons.
We report generalized η2 (η2g) as a measure of effect
size. Post hoc, we pairwise contrasted the levels
for significant interaction effects. We Bonferroni–
Holm adjusted the significance thresholds of the
comparisons to the 18 a priori tests and the 27 post
hoc tests. We used R (R Core Team, 2018) and the
afex package (Singmann et al., 2018) to analyze the
data. Data and code for all analyses are available at
https://doi.org/10.17605/OSF.IO/CTU4G.

3. Results

We conducted a repeated-measures experiment
with three factors. In each trial, we presented a
monochrome light- or dark-colored rectangle either
covering a low or high visual angle. Simultaneously,

we presented none, a low, or a high pitch tone (cor-
rected for equal-loudness). Afterward, participants
reported subjective valence, dominance, and arousal
ratings. We excluded 7 participants from analysis
due to technical problems during the experiment.
We included all remaining N = 136 participants
(113 women) into the analysis. Each participant
conducted 60 trials. We applied univariate repeated
measures ANOVAs. We Bonferroni–Holm adjusted
the alpha levels of the 18 tests for main and first-
order interaction effects to a global alpha level of
5%. We report generalized η2 (η2g) as a measure of
effect size.

Visual angle had a significant main effect on va-
lence (F (1, 135) = 12.55, p < .001, η2g < .01),
arousal (F (1, 135) = 112.93, p < .001, η2g = .05),
and dominance (F (1, 135) = 43.19, p < .001,
η2g = .05). Lightness had a significant main effect
on valence (F (1, 135) = 8.66, p = .004, η2g < .01)
and arousal (F (1, 135) = 18.60, p < .001, η2g <
.01). Pitch had a significant main effect on valence
(F (2, 270) = 80.22, p < .001, η2g = .12), arousal
(F (2, 270) = 167.21, p < .001, η2g = .19), and domi-
nance (F (1.74, 235.10) = 54.41, p < .001, η2g = .07).
Table 2 summarizes the estimated marginal means
of significant main effects.

Visual angle and lightness showed a significant
interaction effect on valence (F (1, 135) = 11.67,
p < .001, η2g < .01) and arousal (F (1, 135) = 19.77,
p < .001, η2g < .01). Visual angle and pitch also
showed a significant interaction effect on arousal
(F (2, 270) = 6.73, p = .001, η2g < .01). Table 1
summarizes the p and η2g-values of the main and
interaction effects. Figure 4 shows two-way interac-
tion plots of the significant interactions.

Post hoc, we used pairwise contrasts to com-
pare estimated marginal means for combinations
of visual angle with lightness and pitch levels. We
Bonferroni–Holm adjusted alpha levels of compar-
isons to a total number of 45 tests (27 post hoc
and 18 ANOVA tests). Estimated marginal means
averaged over pitch significantly differed pairwise
(p < .001) for arousal; except for the pairing low
visual angle and high lightness compared to low
visual angle and lightness (p = .027). Estimated
marginal means averaged over pitch significantly
differed pairwise (p < .001) for valence; except for
the following pairings: high visual angle and light-
ness compared to low lightness with high (p = .415)
as well as low visual angle (p = .640); high visual an-
gle and low lightness compared to low visual angle
and lightness (p = .044). Estimated marginal means
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Figure 4: Interaction plots for significant first-order interaction effects. Dots indicate estimated marginal means of arousal and
valence ratings for low (white) and high visual angle (black) as a function of lightness or pitch levels. Arousal and valence ratings range
from 1 (low/negative) to 9 (high/positive). Along lines, p-values indicate results of pairwise mean comparisons. Abbreviations: n. s.: not
significant (Bonferroni–Holm adjusted), ***: p < .001.

Table 1: Main and interaction effects. Summary of p and η2g -values for main and first order interaction effects on valence, arousal, and
dominance ratings. Abbreviations: n. s.: not significant (Bonferroni–Holm adjusted), ***: p < .001

Valence Arousal Dominance
p η2g p η2g p η2g

Visual angle *** < .01 *** .05 *** .05
Lightness .004 < .01 *** < .01 .039 n. s.
Pitch *** .12 *** .19 *** .07

Visual angle × lightness *** < .01 *** < .01 .253 n. s.
Visual angle × pitch .489 n. s. .001 < .01 .235 n. s.
Lightness × pitch .458 n. s. .682 n. s. .519 n. s.

averaged over lightness significantly differed pair-
wise (p < .001) for arousal; except for the following
pairings: high visual angle and pitch compared to
high visual angle and low pitch (p = .006); low vi-
sual angle and high pitch compared to high visual
angle and low pitch (p = .023).

4. Discussion

We tested the effects of visual angle on emotional
responses to audiovisual stimuli. Stimuli consisted
of minimal spatial features to not induce three-
dimensional object representations. Higher visual
angle increased arousal and decreased valence and
dominance during stimulus exposure. Only in the
high visual angle conditions did visual content fea-
tures (lightness) modulate arousal. Only in the low
visual angle conditions did auditory features (pitch)
modulate arousal, and did lightness affect valence
responses. Arousal indicates the strength of emo-

tions in terms of felt physiological activation (Bar-
rett and Russell, 1999). These results indicate that
the visual angle weights the emotional relevance of
perception modalities: Visual features have higher
emotional relevance when the visual angle is high,
whereas auditory features have higher emotional rel-
evance when the visual angle is low. This processing
step does not require spatial object representations.
We conclude that visual angle serves as an early-
stage perceptual feature for organizing emotional
responses to audiovisual stimuli.

This model extends previous findings that investi-
gate the impact of visual angle in the perception of
motivational-relevant spatial objects. Previous stud-
ies used photorealistic stimuli. Photorealistic stimuli
induce higher emotional response when presented
in a large visual angle (Codispoti and De Cesarei,
2007; Reeves et al., 1999). The visual angle of pho-
torealistic stimuli modulates arousal and valence
responses to stimuli content (e.g., erotic couples,
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Table 2: Marginal means. Estimated marginal means and standard errors (SE) of significant main effects. All main effects were
significant, except the main effect of lightness on dominance.

Valence Arousal Dominance
Factor Level Mean SE Mean SE Mean SE

Visual angle Low 5.28 0.08 3.94 0.09 5.56 0.10
High 5.07 0.08 4.57 0.10 4.90 0.10

Lightness Low 5.09 0.07 4.16 0.09
High 5.26 0.08 4.36 0.09

Pitch None 5.78 0.08 3.35 0.09 5.77 0.11
Low 4.92 0.08 4.54 0.11 4.98 0.10
High 4.83 0.09 4.88 0.11 4.94 0.10

mutilated bodies) (Codispoti and De Cesarei, 2007;
Reeves et al., 1999). Photorealistic stimuli induce
motivational response patterns (e.g., sexual arousal
or threat). Two factors moderate these responses:
the perceived distance to the stimulus; and the abil-
ity to distinguish the stimuli content. Variation of
the visual angle of photorealistic stimuli confounds
both. Visual angle determines object size and spa-
tial information density. Our design minimized the
effect of these confounders. Hence we attribute
the observed gate-keeper effect to the visual angle
independent of object recognition processes.

In our study, participants saw the edges of a
smaller or larger rectangle. By definition, a visual
angle separates two different areas: the area that
lies inside the visual angle and the area that lies
outside the visual angle. Edges, in turn, constitute
at least a two-dimensional object. Hence by def-
inition, it is not possible to fully dissociate visual
angle from object recognition. However, the present
study decreases the impact of object recognition to a
minimum. Two-dimensional geometric forms have
little association with characteristics of functionality.
The less realistic, three-dimensional, and graspable
an object appears to be, the less strong its physical
affordance is (Symes et al., 2007). Hence we as-
sume a limited impact of object recognition on our
results.

Dominance ratings in our study differ from stud-
ies that used photorealistic stimuli. Perceiving the
counterpart as dominant in general decreases the
own felt dominance. In line with this assumption,
increased visual angle decreased dominance ratings
in our study. In a previous study, however, par-
ticipants reported increased dominance for an in-
creased visual angle, when they saw photorealistic
stimuli (Detenber and Reeves, 1996). Hence we hy-

pothesize that the presence of objects in the visual
percept can invert the effect of visual angle on dom-
inance. This observation supports the assumption
that object recognition played a minor role in the
presented study. Moreover, it supports the hypothe-
sis that dominance is a cognitive construal of affect
states (Barrett and Russell, 1999).

The stimuli in our study, in general, elicited
low engagement and neutral feelings (moderate
mean ratings for valence, arousal, and dominance).
This result reflects the use of minimalistic stimuli
(monochrome squares with constant, pure tones)
that have minimal motivational relevance. Natural-
istic scenes are more engaging (De Cesarei et al.,
2017), but also induce more complex responses that
could contain confounders. However, the observed
effects were present even when contrasting low en-
gaging stimuli. We hypothesize that amplified effect
sizes occur in controlled settings with higher engag-
ing stimuli.

4.1. Design implications for human–computer inter-
faces

In this study, we show that the visual angle mod-
ulates the emotional responses to audiovisual in-
formation. Future experiments need to assess how
this effect generalizes to naturalistic applications.
We assume that the observed modulation effect in-
forms the design of human–computer interfaces as
follows.

4.1.1. Sensory quantity affects emotional response
Our results support the assumption that the de-

gree of immersion modulates arousal responses to
stimuli. Immersion here refers to the amount of
sensory information an interface delivers (Slater,
2003). We increased immersion in two ways: first,
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we increased the visual angle, second we augmented
visual with auditive stimuli. Both modifications in-
creased arousal responses. Thus we assume that
visual angle and multisensory augmentation provide
means to modulate emotional responses to media.
This result is in line with previous findings from
naturalistic scenarios. For example, users reported
higher enjoyment, excitement, and more physical
arousal watching movies on large compared to
small screens (Lombard et al., 2000; Kim et al.,
2011) Users engage in more heuristic, affective pro-
cessing when watching stimuli on larger screens
compared to more systematic, cognitive processing
when watching stimuli on small screens (Kim and
Sundar, 2016; Kim, 2017). Video games (Thomp-
son et al., 2012) and movies (Rigby et al., 2016)
are more engaging on large screens. Movies and
pictures with music increase emotional processing
compared to stimuli without music (Baumgartner
et al., 2006a,b). Our results support the assump-
tion that human–computer interfaces can make use
of visual angle and multisensory augmentation to
control arousal responses. Emotional responses are,
for example, relevant if the interface demands fast
decisions or high situational awareness from the
users. Decision support systems for medical treat-
ments or the surveillance of critical security systems
as in autonomous driving provide such applications.
In such use cases, adaptive control of visual angle
and augmented audio would provide means to in-
crease arousal responses if appropriate. Controlling
arousal, in turn, allows modulating further atten-
tion processes, such as short-term memory perfor-
mance (Maljkovic and Martini, 2005). Innovations
in augmented and virtual reality, for example, as in-
car displays, increasingly provide means to timely
adapt visual angle during security-critical scenarios.

While the visual angle modulates engagement,
the visual angle also affects performance on visual
tasks. If users can turn their heads towards a target
stimuli, an increased visual angle increases naviga-
tion and search performance (Arthur and Brooks Jr,
2000). If, however, users have a fixed center of view,
their ability to perform tasks on their peripheral vi-
sual fields is limited (see Strasburger et al. (2011)
for a review): For example, users react slower to pe-
ripheral compared to central stimuli. They also have
more difficulties in detecting patterns and changes
in peripherical compared to central stimuli. Future
studies, therefore, need to investigate how altering
the visual angle can help balance emotional engage-
ment with task performance.

4.1.2. The visual angle modulates the affective pro-
cessing of visual features

The arousal response to visual content features
(here lightness) only changed significantly if the
visual angle was high. This interaction suggests
that the emotional processing of visual features re-
quires a sufficiently high visual angle. This finding
is consistent with naturalistic studies in which an
increase in screen size intensified responses to arous-
ing (Codispoti and De Cesarei, 2007) or pleasant
images (Reeves et al., 1999). Human–computer
interfaces can use this interaction to reduce or am-
plify emotional responses to visual content features.
For example, a low visual angle might reduce the
adverse emotional effects of violent content.

4.1.3. The visual angle modulates the affective pro-
cessing of auditory features

The arousal response to auditory content features
(here pitch) only changed significantly if the visual
angle was low. This interaction suggests that a low
visual angle facilitates the emotional processing of
auditory content features. This finding is in line
with findings, that suggest that auditory attention is
inversely related to visual engagement: For exam-
ple, Cate et al. (2009) suggests that auditory cues
direct attention to the far peripheral view, away
from central visual cues. Furthermore, auditory
cues increase performance for interfaces with small
buttons (Brewster, 2002). Human–computer inter-
faces can use this interaction to reduce or amplify
emotional responses to auditory content features by
modulating the visual angle. For example, medical
monitoring tasks can benefit from an efficient bal-
ancing of auditory and visual information processing
(e.g., Klueber et al. (2019)).

4.2. Conclusion

The visual angle defines the total amount of avail-
able visual information. Our results indicate that
visual information availability modulates emotional
responses on early processing steps. High visual in-
formation availability increases emotional response
and increases the relevance of visual content in-
formation. Low visual information availability in-
creases the relevance of other modalities. We sug-
gest that this effect is predominantly independent of
object recognition processes. These findings inform
developments of new human–machine interaction
techniques that incorporate visual information trans-
fer and emotional processing. It seems critical to
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be aware of this causal relation for building better
interfaces. Control of the presentation layer, i.e., the
quantity of perceivable information by visual angle,
will help avoid unintended emotional responses and
provide a means to provoke emotional effects when
desired.
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