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Figure 1: Traversing the Pass, a serious game teaching the basics of machine learning together with the pedagogical agent Tom.

ABSTRACT
Machine learning is an essential aspect of modern life that many
educational institutions incorporate into their curricula. Often, stu-
dents struggle to grasp how neural networks learn. Teaching these
concepts could be assisted with pedagogical agents and serious
games, which both have proven helpful for complex topics like
engineering. We present "Traversing the Pass," a serious game that
utilizes a mentor-like agent to explain the underlying machine
learning concepts and provides feedback. We optimized the agent’s
design in a pre-study before evaluating its effectiveness compared
to a text-only user interface with experts and students. Participants
performed better in a second assessment two weeks later if they
played the game using the agent. Although criticized as repeti-
tive, the game created an understanding of basic machine learning
concepts and achieved high flow values. Our results indicate that
agents could be used to enhance the beneficial effects of serious
games with improved knowledge retention.
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1 INTRODUCTION
Pedagogical Agents are beneficial in learning applications, where
they support learning by offering explanations and guidance, giving
feedback, and motivating students. They are usually represented
in text form accompanied by a 2D or 3D representation [28]. They
positively affect learning performance [17, 20] and overall learn-
ing outcome [28], and have been shown to increase student mo-
tivation [19, 20] and the meaningfulness of learning applications
[2, 30]. These effects are especially useful in more complex topics
like engineering [4, 17]. Thus, they could be beneficial to foster
an understanding of hard-to-grasp engineering concepts, such as
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machine learning. The demand for machine learning experts is
ever-growing, and it is now one of the most important topics in
science, with over a million articles available on Google Scholar
since 2017 [13]. Already, many schools and universities teach it in
their curricula. Unfortunately, students perceive machine learning
as hard to learn and understand. Lavesson [22] found that computer
science students find evaluating and comparing different models
hard to understand. Often, students and experts use frameworks
where they get no information about how the training works. Thus,
they treat these frameworks as black boxes and experiment with
the parameters until they get the desired result [36]. Thus, pedagog-
ical agents could be used to improve how basic machine learning
concepts are taught, provide immediate feedback for exercises, and
increase motivation in struggling students.

A suitable learning application to use pedagogical agents with
could be Serious Games, which are games used for purposes other
than mere entertainment, e.g., learning [10, 45]. These games en-
velop the concepts they want to teach with game mechanics [11, 34]
and require the players to repeatedly apply them, supporting learn-
ing by repetition and generating flow [8, 12]. Furthermore, repeated
successes during gameplay and overall interactivity foster learning
[9, 43] and improve the high-level understanding of the enveloped
concepts [31]. Serious games have also effectively been used in
teaching complex topics, like AI [42], logistics [25], computational
thinking [23], debugging [47], geometry [33], and affine transfor-
mations [32]. Thus, combining the beneficial effects of pedagogical
agents and serious games could be suitable to improve how basic
machine learning concepts are taught.

Contribution: This work explores a pedagogical agent’s effect
on the learning outcome of a serious game that teaches machine
learning concepts. We present a serious game called "Traversing
the Pass" that teaches the basics of machine learning using a peda-
gogical agent as displayed in Figure 1. The game was designed to
be similar to neural network visualizers, enhanced with gameplay
elements and a pedagogical agent. In a pre-study with machine-
learning experts, we gathered qualitative feedback to improve the
game and let them vote on an agent from which they would pre-
fer to learn machine learning. The agent and its behavior were
designed according to guidelines for pedagogical agents. We evalu-
ated the influence of the pedagogical agent in a study with machine
learning students currently enrolled in a machine learning course
at university level. Players played the game either accompanied by
the agent or a depersonalized popup. A knowledge test about the
basics of machine learning was administered before, directly after,
and two weeks after playing the game. The evaluation revealed that
participants retained significantly more knowledge if the agent ac-
companied them during the experiment but showed no significant
differences otherwise. Although participants rated the user expe-
rience as below average, the game achieved high flow values and
a medium task load, indicating optimal learning conditions. Our
results show that a pedagogical agent can enhance the beneficial
effects of serious games with improved knowledge retention.

2 RELATEDWORK
Pedagogical agents have already been successfully used in serious
games and educational applications. One early pedagogical agent

Figure 2: The user interface of a visualizer called Tensorflow
Playground. The neural network, its neurons, and their con-
nections all visualize their current value. Users can change
the inputs, learning rate, and other values and directly ob-
serve the impact of their changes.

is Adele [41], a 2D agent that helps users to learn about medicine.
She was implemented as a conversational bot with a 2D visual-
ization that could have various states. The agent could explain
medicine topics, hold simple conversations about medicine, and of-
fer quizzes to deepen knowledge. The authors found that the agent
increases motivation, especially through a realistic appearance and
facial expressions. Since then, different authors have tried to de-
velop design guidelines and evaluate the benefits of such agents
further, showing that the most important aspects are the visualiza-
tion and the agent’s role. Baylor [2] defined three prominent roles
for pedagogical agents: The motivator, the mentor, or the expert. A
motivator-type agent is primarily used to motivate students, while
an expert just explains topics and can answer questions. The men-
tor type does both and is often implemented as a guide, peer, or
co-learner that builds a relationship with the student. It has been
shown to increase the positive effect on the learning outcome and
motivation and is perceived as more humanlike and supportive
[5, 19], making it the overall best choice.

Baylor and Ryu [4] tested different visualizations for pedagogical
agents regarding their coolness, age, and attractiveness. They let
participants rank them and then decide on one agent from which
they want to learn from about specific concepts. For engineering,
most participants selected a male, middle-aged agent, which they
rated as uncool and non-attractive. Thus, a similar visualization
could be suitable for a serious game about machine learning. Re-
cently, a meta-study by Martha and Santoso [28] revealed that
pedagogical agents are usually implemented as text-based (72%),
with either a 2D or 3D visualization. Often, the agent’s appearance
is able of gestures, facial expressions, and simple emotions/states.
A pedagogical agent led to better learning results in 76% of an-
alyzed papers and improved student behavior in 50% of papers,
highlighting the benefit such agents could bring. Especially in big
or complex environments, pedagogical agents help build spatial
models by showing players where to find relevant UIs or loca-
tions [17]. Thus, a text-based mentor-like pedagogical agent could
be beneficial to enhance the beneficial properties of serious games.



Traversing the Pass: Improving the Knowledge Retention of Serious Games Using a Pedagogical Agent IVA ’23, September 19–22, 2023, Würzburg, Germany

2.1 Visualizers
Learning how neural networks learn is perceived as hard to un-
derstand. A survey among instructors of machine learning courses
revealed that higher learning goals, like integrating the aspects of a
neural network or analyzing and comparing a network to another,
are the areas most students struggle with [35, 44]. Thus, some appli-
cations to support teaching machine learning were already created
in the scientific and commercial fields. A common way to show the
underlying mechanics of a neural network is with so-called visual-
izers. These visualizers display the underlying neural network as a
graph with interconnected paths (see Figure 2). Usually, the weights
and values of each node can be seen at a glance. Some applications,
like GAN-Lab [7] or Tensorflow Playground [43], visualize the
data transformation by showing how data is distributed at inter-
mediate steps. The line thickness of connections is often used to
indicate the underlying weight: The thicker the line, the bigger
the weight. These visualizers, however, are limited to this basic
functionality. They don’t have any underlying game mechanics or
gamified aspects and thus miss the motivation-enhancing effects
these mechanics can bring.

2.2 Serious Games
Several serious games to teach basic machine learning mechanics
were developed to overcome these shortcomings. ML-Quest [37]
is a serious game teaching basic machine learning concepts by
encoding them in tasks like finding the exit of a maze by repeat-
edly following instructions (supervised learning) or by finding the
steepest slope (gradient descent). An evaluation with high school
students showed that the game was perceived well, but only 42%
of the participants knew about the underlying machine learning
concepts after playing the game. ArtBot [48] is a serious game
about classification and reinforcement learning where the players
must train a robot to recover stolen artwork from a dungeon. They
introducedMad-lib explainers, which are tooltips next to each learn-
ing parameter that explain how changing the parameter would
affect the agent’s behavior. An evaluation with 130 students and
17 teachers revealed that although participants liked the ease of
use, the graphics, the customization options, and the explanations
of specific systems, they also perceived the game as boring and
monotonous and would have liked additional material about the
parameters and the underlying concepts. There are two notable
games on the commercial side: While True: Learn() [26], where
players have to solve increasingly complex sorting puzzles with
various sorting algorithms, and Learning Factory [27], where
players have to manage a factory and calculate the prices of their
goods using machine learning algorithms. Both games offer short
text descriptions about machine learning concepts and longer, more
detailed video explanations of underlying concepts.

Unfortunately, all these games do not visualize the neural net-
work as a graph with interconnected paths, which visualizers excel
in. They are thus losing the capability to visualize intermediate
steps, which is valuable for students learning machine learning. To
compensate, they provide the user with further information on de-
mand, like tooltips or instructional videos, which require the player
to interact with them to get the information. The inner workings of
these networks are not explored during play and thus remain a black

Figure 3: The calculator which students used to build the
formulas of the forward and backward pass.

box. A learning application integrating the informational clarity of
visualizers, the gaming aspects of serious games, and a pedagogical
agent could be suitable to overcome these shortcomings.

3 SYSTEM DESCRIPTION
We present Traversing the Pass, a 2D serious game where players
have to train a neural network for a travel agency that predicts
the destination of different tourist groups. The game envelops the
backpropagation algorithm in various game mechanics and teaches
students about other related machine-learning concepts like the
learning rate and different activation functions. The game’s map
is inspired by visualizers, showing all neurons, connections, and
their current value at a glance. A pedagogical agent accompanies
players during gameplay to showcase the user interface, explain the
theoretical concepts, and give feedback. It introduces the players to
the theoretical background in increasingly challenging scenarios
like calculating the output of a specific node during forward propa-
gation. Players must solve these challenges by building the correct
formula from code building blocks (see Figure 3). These challenges
reward the player with two currencies,money and likes, which they
can spend to unlock visual upgrades and additional features for the
neural network, like different activation functions. The players win
the game by completing all challenges and milestones. The game is
available in German and English. An overview of the game’s user
interface can be seen in Figure 1.

3.1 Gameplay Loop
The gameplay consists of two phases: training and prediction. The
player must manually train the neural network in the training phase.
To do so, a pedagogical agent leads them through the four compo-
nents of the forward pass and backpropagation one after another
to incrementally increase the difficulty. Their first challenge is to
calculate the value of an output node, then calculate the gradient
of a weight, then calculate the value of a node in the hidden layer,
and finally, calculate the new value of a weight. When the player
encounters a challenge for the first time, the agent explains the
theory in detail before providing an example formula. After players
enter their solution, it states whether it is correct or explains the
correct solution so that players can learn from their errors. The
players must complete these challenges for four training samples,
each with different in- and outputs, after which the training phase
ends. In the prediction phase, the neural network predicts newly
generated sample data, replacing the old training data. The game
rewards the player with money for each prediction and likes for
each correct prediction, incentivizing players to improve their neu-
ral network. They can spend these currencies on visual upgrades,
alternative activation functions, and increased data storage.
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Figure 4: The three states the agent can have, which show
them being happy, explaining, or idle.

The game supports learning processes in a multitude of ways.
First, further information about the theory behind each element
is available on demand: The user can hover over each machine
learning term to show a tooltip explaining the concept behind the
term, the purpose of the concept, and the formula, if available.
Second, the pedagogical agent explains each part of the underlying
theory at least once. He shows a relevant example formula each time
a player has to solve a challenge. These challenges are introduced
iteratively: In the first data sample, players are only introduced
to the forward pass challenge. In the second sample, they must
complete the forward pass challenge again before the pedagogical
agent introduces them to the second challenge, calculating the
weight gradient. This sequential introduction and the tooltips allow
students to exercise the concepts after they are introduced and
build on constant repetition to solidify knowledge. The game gives
the players constant feedback and the feeling of success every
time they complete a challenge. It is intended to motivate students
in conjunction with reward systems, such as earning money that
players can spend on improvements.

3.2 Pedagogical Agent
Tom, the pedagogical agent, is introduced as a colleague that helps
the players on their first day in the agency and supports them while
implementing this neural network. He falls in the mentor/peer cate-
gory of pedagogical agents, which is more successful in supporting
learning than an expert or a puremotivator [2]. The agent highlights
essential user interface elements during the tutorial to explain them
in detail. He then explains each challenge once so students get a
basic understanding of the learning contents. During a challenge,
he showcases an example formula to help students solve the chal-
lenge. If a student gets something wrong, he explains what the
correct solution would have been. The agent is represented as an
image with three states: happy, explaining, and idle (see Figure 4).
We opted against a sad state to not discourage students if they get
something wrong. He communicates with the player solely by text.
Each time he explains something, the message slides in from the
top, and a sound is played to catch the user’s attention. A log of all
the agents prior messages is available on demand.

3.3 Technology
The game was created using the Unity Engine 2021.3.11f1 [46]. It
runs on every state-of-the-art Windows PC. In the study, a PC
with 32 GB of RAM, an Intel i7-9700k processor, an Nvidia RTX 2080
graphics card, andWindows 10 was used. We used Superlux HD-330
headphones and a Lenovo ThinkVision P27h-20 monitor.

Figure 5: Six possible visualizations for the pedagogical agent.
Participants voted on who they wanted to learn from about
machine learning and then rated their age, coolness, and
attractiveness. In the end, visualization one was selected to
represent the game’s pedagogical agent.

4 METHODS
We performed two evaluations: First, we conducted a prestudy,
where we iteratively improved the game and let participants vote
on the agent’s appearance. After improving the game based on
the feedback collected in the prestudy, we evaluated the agent’s
effectiveness compared to a depersonalized popup. The survey tool
LimeSurvey [24] was used for hosting the questionnaires.

4.1 Prestudy
A pre-study was performed that served two purposes: First, we
gathered qualitative feedback with the Thinking Aloud [6] method
during the study, which we used to improve the game iteratively.
The second purpose was to find a suitable appearance for the agent.
Similar to the study of Baylor and Ryu [4], we let participants vote
on different visualizations for pedagogical agents regarding their
coolness, age, and attractiveness and if they would like to learn
machine learning from them. We pre-selected six different visual-
izations (three male, three female) from Adobe Stock [1] (as seen in
Figure 5). Six participants (four female, two male) who had already
completed a machine learning course participated in the pre-study.
We refrained from gathering demographic data since they could be
used to identify the participants. We found no difference between
the age and coolness of the visualizations, but visualization six was
perceived as more attractive and thus excluded from further consid-
eration. Visualizations one and five received two votes, three and
six received one vote, and visualizations two and four received zero
votes. Since visualization one and five did not differ significantly
from another, we randomly picked visualization one.

4.2 Study Design
Based on the presented related work, we expected two outcomes:

(1) Students show better learning outcomes after playing the
game accompanied by a pedagogical agent

(2) Students score higher on intrinsic motivation after playing
the game accompanied by a pedagogical agent

To evaluate this, we conducted a between-subjects study, where
participants were either accompanied by a pedagogical agent or
a depersonalized popup. Contrary to the pedagogical agent, the
popup had no 2D representation and consisted of only text without



Traversing the Pass: Improving the Knowledge Retention of Serious Games Using a Pedagogical Agent IVA ’23, September 19–22, 2023, Würzburg, Germany

Figure 6: The experiment conditions: Participants were either
accompanied by a) a pedagogical agent or b) a depersonalized
popup while playing the game.

any personal notes (see Figure 6). Each participant was evaluated
twice: On the first date, they played the game at the university
and filled out questionnaires and knowledge tests. For the second
evaluation, they received an online questionnaire, where they had
to fill in another knowledge test. Participants provided written
consent to participate in the study voluntarily and were rewarded
with 15€. The study was approved by the ethics committee of the
university.

4.3 Measures
Learning Effects. We logged how long each participant needed for

each training block and how many of the 26 available tasks they got
correct. Also, all participants had to complete three knowledge tests,
each resembling typical exercises in teaching machine learning,
e.g., calculating the value of an output neuron and the gradient
of a connection, before answering three open questions. Answers
for the first two questions were marked as correct if participants
either entered the value or the correct formula to calculate it. We
administered two different tests: One before participants played
the game to see if they knew disproportionally more about the
basics of machine learning than the other participants, and a second
one directly after the game and two weeks later to see how much
knowledge participants remembered after two weeks. Participants
had ten minutes to answer each knowledge test. This second test
asked participants to answer the following questions:

(1) In front of you, you see a neural network, including connec-
tions and weights. The bias is always 1. The linear activation
function is used. The input is (2,1). Please enter the value of
node O2.

(2) The error of the network is 1. Both the error of O1 and O2 is
0.5. Calculate the gradient of the connection from O1 to L1.

(3) What is the purpose of the learning curve?
(4) What are the four parts of training?
(5) What is the Accuracy?

Motivation. We used the Intrinsic Motivation Inventory (IMI) [29]
to measure if there is an effect on the intrinsic motivation of partic-
ipants. It consists of 45 items encoded with a 7-point Likert scale
ranging from one (’Not true at all’) to seven (’Very true’), which
build the subscales Interest/Enjoyment, Perceived Competence, Ef-
fort/Importance, Pressure/Tension, Perceived Choice, Value/Usefulness,
and Relatedness. The subscale Interest/Enjoyment is considered the
primary measure of intrinsic motivation, whereas Pressure/Tension
is seen as a negative predictor.

Agent. To measure how the pedagogical agent is perceived, par-
ticipants had to fill out theAgent Persona Instrument (API) [3], which
measures the subscales Facilitating Learning, Credible, Human-like,

Figure 7: The procedure of the study. Participants gave
their consent, filled in pre-questionnaires, and answered a
knowledge test. They then played the game and entered 26
machine learning formulas. Afterward, they filled in post-
questionnaires and another knowledge test. They received
another knowledge test two weeks later.

and Engaging on, in total, 25 items on a five-point Likert scale from
one to five each. The construct Informational Usefulness can be built
by combining the subscales Facilitating Learning and Credible, and
the other two subscales build the construct Affective Interaction.
To be able to compare both conditions, they should yield similar
values in Informational Usefulness, and the agent should have higher
values in Affective Interaction than a depersonalized popup.

Task Load. We measured the task load with the raw version of
the NASA Task Load Index (NASA-TLX) [14] to ensure that our game
challenges the students but also leaves cognitive resources free for
learning. The questionnaire consists of the six subscales Mental
Demand, Physical Demand, Temporal Demand, Performance, Effort
and Frustration, each ranging from zero (low) to 100 (high). A total
score for task load is created by calculating the sum of all subscales.

User Experience. Finally, we measured the user experience of the
game with the User Experience Questionnaire (UEQ) [21], which
consists of 26 opposing word pairs, e.g., ’good’ vs. ’bad’, each rated
on a seven-point Likert scale ranging from one word (-3) to the
other (3). The subscales Attractiveness, Perspicuity, Efficiency, De-
pendability, Stimulation and Novelty can be constructed from these
items, measuring the overall user experience of the product, how
difficult it is to get familiar with it, how easily the users can work
with it, how in control a user feels, how motivating the interactions
are, and how creative the design feels.

Flow. We used the Flow Short Scale (FSS) to measure flow [39]. It
consists of thirteen items measured on a seven-point Likert scale
from one to seven, which build the subscales Fluency of Performance,
Absorption by Activity, and Perceived Importance, and three addi-
tional items, which measure the subscale Fit of demand and skills.
A total score can be calculated from Fluency of Performance and
Absorption by Activity, with scores above four indicating high flow.
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4.4 Procedure
First, participants were welcomed to the study and thanked for their
willingness to partake. They then signed a consent form and gener-
ated a code word before filling out a demographic questionnaire and
a knowledge test. Then, they played the game, where they learned
about the basics of machine learning and had to practice each for-
mula at least five times. Afterward, they filled in questionnaires and
another knowledge test. Two weeks later, they received an online
questionnaire where they had to fill in the second knowledge test
again. In total, the experiment took about one and a half hours.

4.5 Participants
We recruited participants by contacting current and former students
of various machine learning courses at the University of Würzburg.
Sixteen students (eleven male, five female) participated in the main
study. One male participant had to be excluded because of a bug
that prohibited him from finishing the game. The fifteen remaining
participants were between 21 and 31 years old (𝑀 = 25.47, 𝑆𝐷 =

2.50) and were separated into the agent (𝑛 = 7) and the popup (𝑛 =

8) condition. Five had a vision impairment, which was corrected
with glasses, and no participant was colorblind or hearing impaired.
All participants were right-handed and spoke German as their
mother tongue. They used the internet and the computer daily and
played video games at least once a month. Thirteen participants
completed the second test two weeks later.

5 RESULTS
We used RStudio [38] with R 4.1.2 [16] for statistical analysis. We cal-
culated independent t-tests for comparisons between participants
with a significance level of 𝛼 = .05. We found no gender differ-
ences between the conditions. The means, standard deviations, and
statistical analyses are displayed in Table 1.

Learning Effects. We assumed higher learning outcomes for par-
ticipants in the agent condition. Thus, we calculated one-sided t-
tests for the knowledge test and correctly answered in-game tasks.
We found no significant difference between the agent and popup
conditions in all knowledge tests. However, we found a significant
difference between the second and third knowledge tests with a
large effect, 𝑡 (10.67) = 2.02, 𝑝 < 0.05, 𝑑 = 1.09, indicating that
knowledge retention was higher in the agent condition. The as-
sumption of normality was violated for the amount of correctly
answered in-game tasks, so we used the robust Yuen’s test from the
WRS2 package instead. However, we did not find any significant dif-
ference between the conditions regarding the amount of correctly
answered in-game tasks.

Motivation. We used a one-sided t-test to calculate Interest /En-
joyment since we expected the agent to influence motivation. Al-
though we found a medium effect on Interest/Enjoyment, students
did not show significantly higher values in the agent condition. We
found no significant difference for Pressure/Tension.

Agent. We found no significant difference between the condi-
tions for Informational Usefulness. However, we found a large effect
on Affective Interaction, with significantly higher ratings in the
agent condition, 𝑡 (8.67) = 2.71, 𝑝 < 0.05, 𝑑 = 1.46.

Task Load. There was no significant difference in the overall
score of the NASA-TLX nor in the Mental Demand subscale. The
overall task load of the game is in the typical range for educational
applications, which is 47 ± 7 [15].

User Experience. We found no significant differences between the
conditions for all subscales of the UEQ. The overall values indicate
that the game’s user experience is below average [40].

Flow. Overall, the game achieved medium to high flow, with
medium to high values in the agent condition and low to medium
values in the popup condition. We found a medium, but not sig-
nificant, effect for both the overall flow score and the Perceived
Importance. There was no significant difference regarding the Fit of
demand and skills.

6 DISCUSSION
Our results look promising but need further work. Students found
that both the agent and the depersonalized popup were equally
useful in teaching the concepts, indicated by the mid to high values
in Informational Usefulness in both conditions. The Affective Inter-
action subscale of the API showed that the agent was perceived as
being more humanlike and engaging than the popup, thus satisfy-
ing the manipulation check. The game elicited high flow, which
positively influences learning outcomes [18], and a medium task
load, which is typical for learning applications [15].

6.1 Learning Effects & Motivation
In theory, participants should perform better in knowledge tests
after playing the game with a pedagogical agent [17, 20]. This was
only partially so. We found no significant difference between the
groups for the second and third knowledge tests, showing that the
pedagogical agent did not increase the direct learning outcome.
However, the performance of students deteriorated more between
the second and third tests in the popup condition, indicating that
participants in the agent condition retained significantlymore learn-
ing content. We suspect that this is due to the agent being perceived
as more human-like. The interactions with the agent are more direct.
Students learn personal information about the agent, like where it
works and what its personality is like, thus possibly accepting it
as a social interaction partner. Thus, we think that students built
a trusting relationship with the agent and that this interpersonal
communication gives the learning content more meaning, aligning
with previous work that found that pedagogical agents make the
learning experience more meaningful [2, 30].

Playing a serious game with a pedagogical agent should also
increase intrinsic motivation [19, 20]. Our results, however, do not
support this. We found high intrinsic motivation and negative pres-
sure for both conditions, but no statistical difference. We attribute
this to the simplicity of our pedagogical agent since it only con-
sisted of texts and an image with various states. A more advanced
agent that is animated, voiced, and overall more prominent could
have a bigger impact on intrinsic motivation, as previous work has
shown [19, 20]. We have thus shown that even a simple pedagogical
agent consisting of text and an image can enhance the beneficial
effects of serious games with improved knowledge retention.
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Overall Agent Popup df t p Effect Size
M (SD) M (SD) M (SD) d

Learning Effects
First Knowledge Test 1.80 (1.32) 1.86 (1.57) 1.75 (1.16) 10.97 .15 .885 .08
Second Knowledge Test 2.67 (1.23) 2.57 (1.27) 2.75 (1.28) 12.76 -.27 .791 -.14
Third Knowledge Test 2.23 (1.59) 2.67 (1.86) 1.86 (1.35) 8.98 .89 .399 .51
Change between Test 2 and 3 -.38 (1.04) .17 (.75) -.86 (1.07) 10.67 2.02 .035* 1.09
Correct Solutions* 19.93 (3.97) 20.43 (5.21) 19.50 (5.21) 6.24 .15 .885 .15

Motivation (IMI)
Interest/Enjoyment 4.46 (.86) 4.69 (1.00) 4.25 (.71) 10.70 .98 .175 .52
Pressure/Tension 2.56 (1.18) 2.54 (1.09) 2.57 (1.32) 12.96 -.05 .960 -.03

Agent (API)
Informational Usefulness 3.79 (.62) 3.66 (.73) 3.91 (.53) 10.84 -.77 .459 -.41
Affective Interaction 2.73 (1.16) 3.47 (1.23) 2.09 (.62) 8.67 2.71 .013* 1.46

Task Load (NASA-TLX)
Mental Demand 73.00 (14.74) 76.43 (16.51) 70.00 (13.36) 11.59 .82 .428 .43
Overall Task Load 41.44 (6.13) 43.69 (5.35) 39.48 (6.41) 12.98 1.39 .189 .71

User Experience (UEQ)
Attractivity .40 (.31) .45 (.21) .35 (.39) 10.93 .61 .551 .31
Perspicuity -.32 (.41) -.43 (.31) -.22 (.47) 12.22 -1.03 .32 -.52
Efficiency .05 (.52) .14 (.50) -.03 (.56) 12.99 .64 .534 .33
Dependability .17 (.40) .14 (.40) .19 (.42) 12.83 -.21 .837 -.11
Stimulation -.22 (.45) -.25 (.41) -.19 (.51) 12.91 -.26 .797 -.13
Novelty -.33 (.56) -.18 (.59) -.47 (.53) 12.18 1.00 .337 .52

Flow (FSS)
Overall Score 4.47 (.91) 4.69 (.88) 2.67 (1.17) 12.93 .88 .396 .45
Perceived Importance 3.11 (1.76) 3.62 (2.26) 2.67 (1.17) 8.73 1.01 .342 .54
Fit of Demand and Skills 4.56 (.85) 4.48 (.90) 4.63 (.86) 12.56 -.33 .750 -.17

Table 1: The means, standard deviations, and comparisons between the conditions for each measure used in the experiment.

6.2 Limitations and Future Work
We evaluated the agent with machine learning experts and with
currently enrolled students, which allowed us to incorporate the
feedback of both experts and novices, but imposes the limitation
that the study’s sample size is quite small. Thus, we plan to incor-
porate the game into the course and evaluate it over the whole
semester. Despite high flow ratings, our results showed that partic-
ipants rated the game as below average. Qualitative feedback we
received after the study shows that participants found the game
repetitive and boring. A way to increase motivation could be to
include competition [9]. Players could see the ranking of their com-
pany compared to other (static) competitors on a leaderboard. To
make the gameplay less repetitive, wewill also switch from entering
the formula for the same neuron every time, to adding the formula
once, and then updating it whenever a new neuron is unlocked.
This shifts the gameplay to be more user-driven and is akin to fac-
tory games like Learning Factory [27], where production lines are
established and updated each time a new product is added. It would
also resemble having to program a neural network from scratch,
which is the end goal of typical machine learning courses. Further
work will expand the role and capabilities of the pedagogical agent,
e.g., by switching to a conversational agent that can react to the
game’s current state and answer specific questions about machine
learning, which should be perceived as more humanlike and is more
likely to be accepted as a social interaction partner, thus increasing
the positive impact on motivation and learning outcomes.

7 CONCLUSION
We presented Traversing the Pass, a game about machine learning
that uses a pedagogical agent to enhance the beneficial effects of
serious games. In the game, students learn how to calculate the
forward and backward pass - the mechanism neural networks use
to learn new information - and practice it repeatedly. The mentor-
like agent explains every underlying concept, gives feedback, and
supports players during the practice sessions. We conducted a pre-
study with machine learning experts to iteratively improve the
game and to decide on the agent’s appearance and evaluated the
game with machine learning students, who had to solve 26 learning
challenges either accompanied by a pedagogical agent or a deper-
sonalized popup. Overall, the game was received well. Although
the user experience was rated as below average, we found that the
game generated high amounts of flow and a medium task load. We
found no direct effect on learning outcomes and no effect on intrin-
sic motivation. However, participants performed better in the same
knowledge test two weeks later if they used the pedagogical agent
compared to a depersonalized popup. Thus, our work indicates that
pedagogical agents could be used to enhance the beneficial effects
of serious games with improved knowledge retention.
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