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(a) The view of the scene with the table and
white foam reference objects.

(b) Participant view on the target. As soon as
the participant reaches to the target object, the

screen turns black.

(c) The calibration phase. After blind
reaching, visual feedback is provided when

the controller tip is placed in the right position.

(d) The virtual and
the physical

controller tip.

Figure 1: The virtual and physical scene setup and experimental task in VR (top) and VST AR (bottom).

ABSTRACT

Interpupillary distance (IPD) is the most important parameter for
creating a user-specific stereo parallax, which in turn is crucial for
correct depth perception. This is why contemporary Head-Mounted
Displays (HMDs) offer adjustable lenses to adapt to users’ individ-
ual IPDs. However, today’s Video See-Through Augmented Real-
ity (VST AR) HMDs use fixed camera placements to reconstruct the
stereoscopic view of a user’s environment. This leads to a poten-
tial mismatch between individual IPD settings and the fixed Inter-
Camera Distances (ICD), which can lead to perceptual incongruen-
cies, limiting the usability and, potentially, the applicability of VST
AR in depth-sensitive use cases. To investigate this incongruency
between IPD and ICD, we conducted a 2×3 mixed-factor design
user study using a near-field, open-loop reaching task comparing
distance judgments of Virtual Reality (VR) and VST AR. We also
investigated changes in reaching performance via perceptual cali-
bration by incorporating a feedback phase between pre- and post-
phase conditions, with a particular focus on the influence of IPD-
ICD differences. Our Linear Mixed Model (LMM) analysis showed
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a significant difference between VR and VST AR, an effect of IPD-
ICD mismatch, and a combined effect of both factors. However,
subjective measures showed no effect underlining the subconscious
nature of the perception of VST AR. This novel insight and its con-
sequences are discussed specifically for depth perception tasks in
AR, eXtended Reality (XR), and potential use cases.

Index Terms: eXtended Reality, Depth Perception, Virtual Re-
ality, Augmented Reality, Video See-Through, Interpupillary Dis-
tance, Perception-Action, Perceptuomotor Calibration

1 INTRODUCTION

Current Augmented Reality (AR) head-mounted displays (HMDs)
either use optical see-through (OST) or video see-through (VST).
A specific feature of VST AR is its capability to support various
proportions of real-virtual content, enabling almost seamless cross-
reality transitions. Accordingly, the development of VST AR has
been rapidly evolving, mainly enhancing camera quality, object
compositing (including tracking and registration) and rendering to
increase passthrough capabilities. These advances open up new use
cases and fields of application for VST AR, and many more are
evolving. AR applications now target workplace usage and seri-
ous use cases in medicine, industry, military, transportation, and
other critical areas. While VST AR promises to enhance effective-
ness, efficiency, and user experience in these often sensitive new
use cases, it becomes necessary to systematically investigate poten-
tial technology-related shortcomings in VST AR to ensure its usage
is safe, productive, and enjoyable for everyone.

The perception and design challenges of AR were subject to
many early works addressing perceptual incongruencies [3, 10, 24].
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One key issue in VST AR HMDs is the offset between the
passthrough cameras and the human eye. This offset includes both
frontal displacement and lateral offset (inter-camera distance, ICD)
and varies with each user’s interpupillary distance (IPD). The spa-
tial and optical parameters defining stereo parallax differ between
camera systems and display configurations. Specifically, while
most VST AR HMDs now support adjustment for individual IPDs,
fixed ICDs persist due to hardware constraints. Depending on the
individual ICD-IPD mismatch, resulting incongruencies between
the two stereo views of the virtual and the real-world content could
potentially affect depth perception and the overall effectiveness,
efficiency, and user experience (UX). Previous depth perception
studies have mainly focused on VR and OST AR, identifying sys-
tematic underestimations in VR, i.e. the depth compression effect
[20, 39]. Even though there is evidence for the same effect in VST
AR [37, 44, 52], an IPD-ICD mismatch, potentially leading to and
explaining worse results in VST AR compared to VR [52], has not
been empirically assessed and evaluated in scientific work so far.

This article examines these potential effects of IPD-ICD mis-
matches in VST AR HMDs on depth perception. Seventy-two par-
ticipants from Germany and the United States (US) performed an
open-loop blind-reaching task to assess distance judgments in VST
AR and VR as a reference. The experiment introduced three phases
to investigate learning behavior and potential adaptation to depth
misjudgments. Through this study, we answer the research ques-
tion (RQ): To what extent does XR mode (VR/VST AR), IPD-ICD
difference, and perceptuo-motor calibration affect near-field depth
perception in XR? Our work contributes to the knowledge of the
effects of VST AR HMDs and provides guidelines on how incon-
gruent stereoscopy might be counteracted in the future.

2 RELATED WORK

Today, both AR and VR are often grouped together under the term
XR (for eXtended Reality). While VR provides immersive displays
of solely virtual content (from a purely visual point of view), the
main characteristic of AR is the visual combination of real-word
physical and computer-generated virtual content [3, 31]. VST AR
is a type of AR that builds on the functionality of a VR HMD,
adding passthrough cameras on the front face to enable hybrid ex-
periences. These cameras digitize real-world content. Hence, a
consistent pixel rasterization and color space application of both
virtual and physical content is provided, making it easier to ma-
nipulate and integrate content from both sources. However, this
approach incorporates a shifted viewpoint of the physical content
in VST AR, which can lead to perceptual distortions [3, 10, 42].

2.1 Perceptual Incongruencies in VST AR
In the context of AR, prior works have shown that perceptual incon-
gruencies, such as registration errors, visual mismatches (e.g., res-
olution, lighting, or color discrepancies), and temporal mismatches
(e.g., latency issues) are common [3, 10, 24]. These incongruencies
not only affect the perception of plausibility and spatial presence,
i.e., the feeling of “being there” [32, 51] but also lead to lower task
performance and less accurate depth perception [3, 52]. Such gen-
eral impacts of lower (sensation and perception) level incongruen-
cies (i.e., a mismatch of the processed and expected information) on
higher level performance and XR effects is reflected and predicted
by the recent Congruence and Plausibility (CaP) model [25], which
we therefore apply as a theoretical basis of the depth-perception
study presented here.

2.2 Depth Perception
VR and AR have both been subject to depth perception studies.
However, VST AR is underexplored. In VR, a systematic underes-
timation (aka distance compression) [19, 20, 39] was detected, lead-
ing to performance errors such as misjudging how far objects are or

impacting users’ ability to reach close objects. Studies on OST AR
report more accuracy compared to VR and VST AR [1, 19, 38],
potentially due to the direct, undistorted view of the environment.

2.2.1 Tasks

There are established tasks to measure participants’ depth judg-
ments in VR and AR. However, the nature of tasks possibly leads
to distinctive outcomes [34, 35, 48]. Typical tasks include verbal
reports [1, 34, 52], where participants estimate egocentric distance
during exposure and verbally express their estimates. While this
method is straightforward to implement and replicate, it involves
not only perceptual processing but also cognitive processing, which
can introduce additional bias. Participants must actively recall their
knowledge of standardized distance measurement systems, poten-
tially leading to individual variance in the results. Other tasks re-
quire motoric action, such as walking to or reaching a certain point
at a distance [34, 55], or aligning objects [38, 48]. These tasks
follow the concept of perception-action, avoiding cognitive inter-
ference. Perception-action tasks can be further divided into open-
loop and closed-loop tasks. Closed-loop tasks allow for continu-
ous readjustments by maintaining constant visibility [52]. In con-
trast, open-loop tasks restrict vision at certain points, preventing
visual feedback and thereby fostering the immediate perception-
action process. Napieralski et al. [34] directly compared different
tasks in the same experimental setup in the near-field distance and
showed that a reaching task and verbal reporting lead to different
results in VR and real life in the near-field distance.

If users are given the opportunity to engage in manual activity to
calibrate to the virtual environment, their distance estimation could
become accurate [2]. Perceptuo-motor calibration allows the refine-
ment of task-specific actions through feedback [5] of, e.g., visual or
audio-based nature [26]. Through this process, users adapt their
actions to the environment without taxing their cognition by attun-
ing to relevant information and adjusting accordingly. Studies in
VR have shown that errors arising from the common phenomenon
of distance compression can be corrected via feedback from per-
ceptual calibration [23]. Other work shows perceptual calibration
can occur in real environments to enhance perception-action [41],
given an opportunity to receive feedback and correction. We only
found one recent study [15] proving an increased accuracy after
perceptuo-motor calibration in VST AR.

2.2.2 Depth Ranges

Studies on depth perception in VR and AR can be categorized by
depth range (near-field <1.5 m, medium-field 1.5 m - 30 m, and far-
field >30 m [7, 48]). Vaziri et al. [49] studied depth perception in
the medium-field distance using a blind-walking task in VST AR.
They tested three conditions with a physical target: (1) an unpro-
cessed real-time view, (2) a line-drawing-style view using Sobel
and Canny filters, and (3) a white background with only the target
visible, compared to a real-world control condition. While all VST
AR conditions led to an underestimation of distances, no significant
differences were found between them. The authors suggest that the
target object alone provided sufficient depth cues when combined
with participants’ knowledge of their own eye height and their men-
tal approximation of the ground level. Swan et al. [48] explored
depth perception in the far-field distance using an OST AR HMD.
They found that depth judgments shifted from underestimation to
overestimation at approximately 23 m, suggesting that depth cues
change in effectiveness as the distance increases. Strengthening this
assumption, Mansour et al. [28] used computer vision to examine
the effectiveness of depth cues in different ranges. Their results
showed that in the near-field, binocular disparity (stereoscopy) is
more effective for depth estimation. In the medium- to far-field,
motion parallax becomes a more dominant cue. However, studies
in near-field AR are rare.
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2.2.3 Impact of IPD Mismatches
An IPD-ICD mismatch was subject to many early conceptual pa-
pers focusing on perceptual issues in AR [3, 10, 24], yet with-
out empirical evidence. Some VR studies examined an IPD mis-
match (not yet considering the ICD) and the resulting mispercep-
tion, which can be mathematically calculated. With a deviation of
1 mm in IPD and an object 10.4 m away, displayed at a screen at
80 cm distance, the estimated distance is 12.8 m [10]. Thus, it is
not unexpected that the IPD was found to impact several aspects of
the XR experience, such as cybersickness [47].

Chakraborty et al. [6] investigated depth perception in VR with
an IPD mismatch in the medium-field distance by verbal reporting
and blind walking with participants whose IPD was smaller than the
HMD IPD setting. Results showed no significant relation between
IPD mismatch and misjudgment, even though distances were un-
derestimated in general. Willemsen et al. [56] hypothesized the
stereoscopic viewing condition to influence the depth compression
effect. However, their different viewing conditions of fixed and
adjusted IPD as well as bi-ocular and monocular viewing did not
diminish the depth underestimation.

Notably, these studies were conducted in the medium-field dis-
tance showing no effect of IPD-mismatch [6, 56]. Studies combin-
ing near-field depth perception with an IPD mismatch are rare, not
even talking about the IPD-ICD mismatch in VST AR. Compared
to medium-field, the likeliness for effects of a mismatching IPD in
the near-field is higher, because if the observed object is nearer, the
disparity is higher [57] having a greater impact to depth misjudg-
ments. When the object moves farther away, the convergence point
of the eyes moves with it until the eye directions are almost parallel.

3 PRESENT APPROACH

3.1 Hypotheses
Most empirical studies examined incongruent stereoscopy in the
medium-field distance with no effect on depth perception [6, 56].
However, according to geometric calculations of the disparity [57],
stereoscopy becomes a more important cue in the near-field dis-
tance [28, 39]. In addition, most studies focus on VR, leaving many
open questions to VST AR including variance given by the ICD. We
need to consider that VST AR has an even more complex setup by
the desiderate to merge physical and virtual worlds together poten-
tially causing perceptual incongruencies [3, 10, 24, 25]. Thus, we
would expect worse results for VST AR (H1.1) than for VR, where
the composition of content is visually congruent [25, 52]. Addi-
tionally, we expect that a higher IPD-ICD mismatch (i.e. deviation
of IPD from the ICD) leads to lower accuracy (H1.2).

H1.1 Depth misjudgment will be higher in VST AR than in VR.

H1.2 Depth misjudgments in VST AR will be higher the higher the
deviation between IPD and ICD.

Perceptual calibration for near-field depth perception has been
shown to effectively reduce perceptual errors in factors such as
depth, size and reach boundary estimation in VR [2, 8, 11, 12] rais-
ing potential to deploy in, e.g., training scenarios with precise inter-
action. Gagnon et al. [15] found an effect by action calibration in
VST AR. Calibration in real environments has proved to be effec-
tive [41]. Therefore, we expect performance increases in VR [13] as
well as in AR [15]. If perceptuo-motor calibration can potentially
overcome depth misperception in VST AR viewing due to IPD-ICD
mismatch, then calibration can offer a technical solution to enhance
depth perception in VST AR in contemporary XR HMDs.

H2.1 Depth misjudgment in VR will be lower after a calibration
phase.

H2.2 Depth misjudgment in VST AR will be lower after a calibra-
tion phase.

Following the CaP model’s assumptions [25], VST AR inheres
perceptual incongruencies, leading to conflicting visual cues [3].
Hence, we argue that these perceptual incongruencies (including
an IPD-ICD mismatch) might also influence spatial presence in a
similar way as the depth judgments.

H3.1 Spatial presence will be higher in VR than in VST AR.

3.2 Study Design
To answer the hypotheses, we apply a 2×3 mixed design. We define
the XR mode as between factor with VR and AR (which is realized
in VST AR, but we refer to it as AR in the method description and
results for easier readability) as the two conditions, and the phase as
within factor with the three conditions: pre-, calibration, and post-
phase. These phases run in a fixed order, each including 30 trials.
In the calibration phase, participants get feedback on their depth
judgments. Another factor is the participants’ IPD values that we
measure and adjust the HMD inner lenses to. Hence, the view on
virtual content shall always be congruent with the participant’s IPD.
However, the passthrough view in VST AR is affected by an IPD-
ICD discrepancy.

4 METHOD

4.1 Participants
We recruited 75 participants distributed in two different locations
in Germany and the US. Due to technical issues with recording the
data, three participants were excluded, resulting in 72 datasets to
evaluate (50 from Germany and 22 from the US). Participants were
randomly assigned to the conditions, resulting in 35 participants in
the VST AR condition and 37 participants in the VR condition.
The study received ethical approval from both Institutional Re-
view Boards (Ethics Committee of the Institute Human-Computer-
Media, University of Würzburg, IRB Clemson University). Partici-
pants (33 females, 39 males) were aged 20 to 64 years (M = 29.67,
SD = 10.68). Eligibility criteria required participants to have nor-
mal or corrected-to-normal visual acuity. Participants’ IPDs ranged
from 58 to 71 mm with a mean of M = 64.0 mm (SD = 3.3 mm)(see
Fig. 2).

Figure 2: Distribution of IPD across all participants.

To determine the necessary sample size, an apriori power analy-
sis was performed using G*Power (3.1.9.7) [14]. For the analysis,
we defined 3 bins for different IPDs. Binning followed the mean
IPD of M = 63.36 mm from Dodgson [9], the boundaries of ad-
justability in the Meta Quest 3 (58 mm to 70 mm) and the aim to
make bins as equidistant as possible. Thus, boundaries are set at
61.5 mm and 65.5 mm. In the later analysis, we treated the IPD as
a continuous variable. Based on an effect size of 0.20, an α error
probability of 0.05, a power (1-β error probability) of 0.95, two be-
tween groups, and 90 measurements, the required sample size was
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calculated to be 12 participants per condition. Accordingly, 72 par-
ticipants were recruited (12 participants per IPD bin across 2 XR
modes). An Analysis of Variance (ANOVA) revealed no significant
difference between the IPDs present in the VR condition compared
to the IPDs in AR (F(1,70) = 0.005, p = .941).

4.2 Apparatus
Hardware The Meta Quest 3 (v67/v68) was used at 90 Hz and

connected to the computer with an Oculus Link cable. The com-
puter in Germany was equipped with an Nvidia Geforce RTX 3080
GPU and an Intel(R) Core(TM) i9-11900K CPU with 64 GB RAM.
In the US, an Nvidia GeForce RTX 3070 and an Intel(R) Core(TM)
i5-10500 with 32 GB RAM were used. We evaluated the frames per
second (fps) to ensure similar performances. Results showed com-
parability between both machines with mean fps of M = 89.90 Hz,
(SD = 0.60 Hz) overall, M = 89.91 Hz, (SD = 0.64 Hz) for Ger-
many, and M = 89.87 Hz, (SD = 0.52 Hz) for the US.

Controller Tip Since the controller’s volume is too large for
precision pointing in 3D, we designed and 3D-printed a controller
tip at the front face of the controller that was used as the refer-
ence point for the distance measurement (see Fig. 1d, bottom). The
3D model was also added to the virtual controller to provide the
same virtual representation (see Fig. 1d, top). To get accustomed
to the position of the controller tip, we conducted some pointing
and touching tasks (e.g., “Please touch the tip of your index fin-
ger of your non-dominant hand with the controller tip”) before the
exposure.

Software We used the Unity engine (2021.3.27) and the Re-
alitystack I/O framework [21] to support the HMD and controller
interaction. For data preparation and analysis, Python (3.8.19) and
R (4.4.1) were used. For the calculation of Linear Mixed Models
(LMMs), we further used the ‘buildmer’ [50], the ‘lme4’ [4] and
the ‘performance’ package [27]). The figures for these models were
created using the ‘ggplot2’ package [53] in R.

4.3 Depth Judgment Task
We assessed participants’ depth judgments using an open-loop task
in three phases: the pre-phase, the calibration phase, and the post-
phase. We used open-loop reaching because it is more accurate,
less variable, and less influenced by cognitive factors than other
approaches [36]. The task procedure is consistent in both the pre-
phase and post-phase. The environment is first displayed to the
participant — either in VR or AR. Two seconds later, the target ob-
ject appears, represented by a textured disk with a marked center on
a stick (see Fig. 1b). Participants reach forward with the controller
of their dominant hand. As the complete controller mesh moves
out of a predefined cylindrical boundary (0.18 m radius, placed at
the table’s edge at chair height), the screen turns black, requiring
participants to judge the position of the target object without visual
feedback. By allowing the participants to initiate the black screen
themselves, visual feedback is immediately limited once they have
an understanding of their spatial surroundings as they move dur-
ing the open-loop task [36]. Participants confirm their judgments
by pressing and holding the trigger button on their dominant hand
while pressing the trigger on their non-dominant hand once.

The calibration phase uses a similar open-loop task as in the
pre- and post-phases but with an additional step for readjustment
and feedback. After making their initial judgment, participants’
vision is immediately restored, allowing them to see the difference
between their judgment and the actual target position. They then
readjust the controller to align with the target object. When the
controller touches the center of the target, the object turns green,
providing visual feedback (see Fig. 1c). Participants confirm their
adjustment again. The screen then turns black, and they return the
controller to the resting position before the next trial begins.

The target objects are placed in predefined positions based on
each participant’s maximum arm reach. In the pre- and post-phases,
six different target distances, are used, ranging from 30% to 80%
of the participant’s arm reach in increments of 10%. These six dis-
tances are repeated five times in a randomized order, resulting in
30 trials per phase [46]. During the calibration phase, target dis-
tances are set between 35% and 85% of arm reach to prevent par-
ticipants from calibrating to specific distances used in the pre- and
post-phases. All positions are defined at the start of the experiment,
using the HMD head position as the origin, with targets aligned
along the z-axis. Beforehand, a room calibration is conducted to
align the virtual and physical space and ensure that participants are
directed towards the z-direction. We designated two corners of the
table as reference points and registered the tip of the physical con-
troller at these corners. This allowed the virtual controllers to be
positioned in the same relation to the virtual table (similar to [52]).

To engage participants with the physical/virtual environment and
to provoke a switch from a focus on the passthrough view to the
virtual content in the AR condition, we add reference objects to
the table as visual anchors (see Fig. 1a). We apply a waiting time
of two seconds for participants to inspect the environment before
the target object appears, and participants switch their focus to the
target object.

4.4 Procedure

Consent forms, CSSQ,
Demographics, 

VR/AR Experience

Optical Measures Subjective Measurements 
(Questionnaires)

Debriefing QuestionsController Accustomization

VR
Exposure

Pre-Phase/A

Calibration/B

Post-Phase/C

VST AR
Pre-Phase/A

Calibration/B

Post-Phase/C

Figure 3: Experiment procedure

The procedure can be seen in Fig. 3. It starts with signing consent
forms and a cybersickness screening questionnaire (CSSQ). We as-
sess demographic data and media usage, as well as previous VR/AR
experience. In the next step, we take some optical measures. Then,
participants get accustomed to the controller. Participants then put
on the HMD, and the arm length is measured. Participants stretch
their arms forward, holding the controller. Then, we calculate the
forward distance of the HMD to the orthogonal plane in which the
controller tip is placed. After that, the room is calibrated, and par-
ticipants listen to audio instructions. They start the three phases
subsequently, either in VR or AR, without breaks in between. Each
phase consists of 30 trials. Participants are introduced to each phase
with an audio explanation and a black screen displaying the next
phase (Phase A/B/C). They are told to move their body as little as
possible, except for their arms. After phase C, participants take off
the HMD and answer some questionnaires and debriefing questions.

4.5 Measures
4.5.1 Optical Measures
Color vision was assessed using the Ishihara Color Vision test [18].
To control for the stereo acuity of participants, which is essen-
tial for depth perception, we conducted a stereo acuity test with
the Fly-S test [29]. To measure the IPD, we used a mirror mea-
surement as described by Willemsen et al. [56] and conducted
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three repetitions of this measure. We used the apps Eyemeasure1

and GlassesOn2 in addition, to factor out variance of participant-
specific (in)accuracies. The correlation between the mean of man-
ual measurements and the app measurement amounts to 0.767 and
0.771 for the two apps used, indicating a strong positive relation-
ship. We decided on the measurement by app for further usage and
analysis.

4.5.2 Objective Measures
We track the head position at the center point between both eyes, the
position of the actual target, and the perceived target position (i.e.,
where participants estimate the target object to be). To set them
in relation, we calculated the distances in millimeter (mm) in the
z-direction from the head to the actual and to the perceived target,
respectively. We included this perceived distance and calculated the
signed residual error (SRE = perceived − actual) and the signed
proportional error (SPE = (perceived − actual)/actual ∗ 100) for
our evaluation.

We tracked the time needed for each trial in milliseconds (ms).
The time started as soon as the screen turned black and stopped with
the confirmation by controller input.

Our analyses of the objective measures were performed using
LMMs. LMMs incorporate both fixed and random effects, allowing
researchers to see how predictors of various data types influence the
outcome variable as well as variability such as differences between
participants [30]. They are more robust than ANOVAs, and espe-
cially useful for repeated or unbalanced measurements (e.g., IPDs,
see Fig. 2). With the use of LMMs, we could treat the IPD as a con-
tinuous variable (rather than defining categorical bins for ranges of
IPDs as we did for the initial power analysis) for a more detailed
analysis. We checked violations of assumptions such as multi-
collinearity (see the check_model function in the ‘performance’ R
package [27]). Any predictors that violated these assumptions were
removed, and the models were re-checked for theoretical soundness
and best fit. For each LMM model, we show both marginal (m.r2)
and conditional r2 (c.r2) values. The marginal r2 values provide
the effect size of each predictor in the model, and the conditional r2

values show the overall ability of the model to explain variance in
the outcome variable [33].

4.5.3 Subjective Measures
Participants completed the Igroup Presence Questionnaire (IPQ)
[45] and the Spatial Presence Experience Scale (SPES) [17] to
assess presence and spatial presence, respectively. The IPQ con-
sists of 14 items across three subscales: spatial presence, involve-
ment, and experienced realism, rated on a 7-point Likert scale (1 =
strongly disagree, 7 = strongly agree). For this study, the question-
naire was adapted for AR by replacing terms like “virtual environ-
ment” with “shown environment.” The SPES, which can be applied
to various media formats and thus, is not restricted to VR, consists
of eight items divided into two subscales self-location and possible
actions, with responses ranging from 1 (“I do not agree at all”) to 5
(“I fully agree”).

To understand the participants’ frame of reference as control
measure — whether they perceived the content as more real or vir-
tual [54] — we asked them to rate their perception of objects, the
environment, interactions, the scenario, and the overall experience
using a continuous slider from -1 (completely real) to 1 (completely
virtual).

Since we are extending the controller with a tip, we were in-
terested if participants felt an altered embodiment. Hence, we used
the existing Virtual Embodiment Questionnaire (VEQ) by Roth and
Latoschik [43] and adapted the questions. They are answered on a

1https://apps.apple.com/us/app/eyemeasure/
2https://play.google.com/store/apps/details?id=com.

sixoversix.copyglass

7-point Likert scale (1 = strongly disagree, 7 = fully agree). The
items are assigned to three dimensions ownership (“It felt like the
controller belonged to me”, “It felt like the controller was part of
my body”), agency (“I felt like I was controlling the movements
of the controller”, “The movements of the controller were in sync
with my own movements”, “The controller accurately followed my
hand movements”, “I felt like I was causing the movements of the
controller”, and change (“The controller facilitated me to reach the
targets in my near field space”, “I felt like the controller changed
my reaching behavior”).

Task load was measured using the NASA Task Load Index
(NASA-TLX) [16]. Participants rated their workload on a continu-
ous scale from 0 to 20.

VR sickness was monitored using the Virtual Reality Sickness
Questionnaire (VRSQ) [22], which participants completed on a
4-point Likert scale (0 = none, 3 = severe). Additionally, a pre-
experiment cybersickness screening (CSSQ) was conducted to as-
sess participants’ susceptibility to motion sickness, with questions
such as “I feel sick when I go backwards by train” to identify and
possibly exclude highly susceptible participants.

We conducted a textual debriefing interview, asking for quali-
tative feedback on participants’ experiences, perceptions, and any
additional thoughts or suggestions they had regarding the study.

5 RESULTS

5.1 Objective Measures
Our LMM models used several predictors (see Tab. 1) and their
interactions for outcome estimation. Before creating each of the
LMMs, we removed outliers for each of the model’s dependent vari-
ables using a z-score of three in the check_outliers() from the
‘performance’ R package [27]. Out of 6,467 total data points, 0 data
points were removed for the estimated distances in the first model,
280 data points were removed for the residual error in the second
model, and 305 data points were removed for the proportional error.

Table 1: Table of Predictors

Predictor Context/Formula

Actual
Distance

Target object position - current head position (center be-
tween both eyes) in z-direction (mm)

XR Mode VR and AR (Baseline: VR. Interpret as: Impact on outcome
when condition changes from VR to AR)

IPD-ICD
Difference

Participant’s IPD - Quest 3’s fixed ICD (mm)
(−): IPD <ICD, (+): IPD>ICD

Trial Phase
Pre-phase, Calibration phase, and Post-phase
(Baseline: Pre-phase. Trial phase has two transitions with iden-
tical marginal r2 values: pre to calibration and pre to post)

Trial Number Iterations in each phase: 30, Total: 30 × 3 = 90

Trial Duration Duration of each trial (ms)

5.1.1 Model 1: Perceived vs. Actual Distance
Model 1 predicts the perceived distance (in mm). It is the difference
in the z-direction between the target object’s perceived position and
the participant’s head position (center between the eyes). This facil-
itates direct comparison of machine-processed distance in standard-
ized units. All predictors (see Tab. 1) were used as fixed effects and
participant ID as a random effect. The model had strong marginal
and conditional explanatory power (m.r2 = 0.89, c.r2 = 0.93) for
the fixed effects (see Tab. 2 for parameter values and Fig. 4 for the
perceived vs. actual distances in the XR mode for all trial phases).

The model’s intercept (15.06 mm) was significant. Except trial
duration and post-phase (compared to pre-phase) all other predic-
tors were statistically significant. The actual distance increased per-

5

https://doi.org/10.1109/VR59515.2025.00077
https://apps.apple.com/us/app/eyemeasure/
https://play.google.com/store/apps/details?id=com.sixoversix.copyglass
https://play.google.com/store/apps/details?id=com.sixoversix.copyglass


pre
pri

nt

© 2025 IEEE. This is the author’s version of the article that has been published in the proceedings of IEEE Visualization
conference. The final version of this record is available at: 10.1109/VR59515.2025.00077

200

400

600

200 300 400 500
Actual Distance (mm)

Pe
rc

ei
ve

d 
D

is
ta

nc
e 

(m
m

)

XR Mode  VR  AR

(a) Pre-phase
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(b) Calibration phase
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(c) Post-phase

Figure 4: These graphs show the participants’ distance judgments in the three phases separated by both XR modes against the actual distances
that they were trying to reach. Perfect reaching would result in a slope of one and would line up with the black dotted line in each graph.
Estimations were closer to the actual distances in the calibration and post-calibration phases, showing the impact of perceptual calibration.

ceived distance by 0.97 mm for every 1 mm increase in the ac-
tual position, suggesting a consistent underestimation (see Fig. 4).
Switching from VR to AR increased underestimation by 13.99 mm.
The IPD-ICD difference further decreased perceived distance by
2.57 mm for every 1 mm increase in the signed IPD-ICD difference.
The interaction between the XR mode and the IPD-ICD difference
increased perceived distance by 3.46 mm, suggesting that the IPD-
ICD difference moderates the impact of the XR mode. The trial
number also moderated the effect of the IPD-ICD difference, reduc-
ing underestimation slightly. Other significant interactions included
trial duration moderating both the XR mode and the IPD-ICD dif-
ference, as well as trial phase (pre-to-calibration) moderating the
effect of the IPD-ICD difference.

The actual distance had the largest impact on perceived distance,
contributing significantly to the model’s explanatory power. This
indicates that participants consistently underestimated distances,
and the underestimation was influenced by interactions with other
factors.

Table 2: Perceived vs. Actual Distance.

Fixed Effect Beta [95% CI] t(6451) p m.r2

(Intercept) 15.06 [7.76, 22.37] 4.04 <.001 –
Actual distance (mm) 0.97 [0.96, 0.97] 262.01 <.001 .86
XR Mode [AR] -13.99 [-23.54, -4.44] -2.87 .005 .004
IPD-ICD Diff. (mm) -2.57 [-4.49, -0.64] -2.61 .011 .0006
Trial number 0.11 [0.02, 0.19] 2.53 .011 <.0001
Trial dur. (ms) 0.00 [-0.001, 0.001] 0.21 .832 -2.34e-12
Phase [Cal.] -1.85 [-3.61, -0.09] -2.06 .039 .00007
Phase [Post] 0.48 [-1.27, 2.23] 0.54 .592 .00007
XR Mode [AR]:IPD-ICD 3.46 [0.66, 6.26] 2.43 .018 .0021
IPD-ICD:Trial num. -0.03 [-0.05, -0.003] -2.16 .031 <.00001
XR Mode [AR]:Trial dur. 0.002 [0.001, 0.004] 2.67 .008 .0002
IPD-ICD:Trial dur. -0.00 [-0.001, -0.0002] -3.83 <.001 -.0003
IPD-ICD:Phase [Cal.] 2.37 [1.84, 2.89] 8.81 <.001 .0010
IPD-ICD:Phase [Post] 2.03 [1.51, 2.56] 7.56 <.001 .0010

Cal. = Calibration, Diff. = Difference, Dur. = Duration.

5.1.2 Model 2: Signed Residual Error (SRE)
The signed residual error (SRE) is the difference between the per-
ceived and the actual target distance (perceived − actual). It cap-
tures the magnitude and direction of errors (underestimation when
negative/overestimation when positive), revealing behavioral pat-
terns. Actual distance was used in calculating SRE, other predic-
tors were used as fixed effects and participant ID as random ef-
fects. Target distance was used as additional fixed effect to observe
the impact of target position on SRE. The model revealed power
of m. r2 = 0.05 and c. r2 = 0.34 (see Tab. 3 for parameter values
and Fig. 5 for the interaction effects of IPD-ICD difference and XR
mode on SRE).

The intercept was significant at 6.09 mm. Except IPD-ICD dif-
ference and post-phase (compared to pre-phase) all other predictors

were statistically significant. Transitioning from VR to AR signifi-
cantly decreased the SRE, increasing underestimation by 7.53 mm.
Target distance also significantly decreased the SRE, with each unit
increase in target distance resulting in an 8.41 mm increase in un-
derestimation. Similarly, transitioning from the pre- to calibra-
tion phase significantly decreased the SRE by 2.39 mm, leading
to further underestimation. Both trial duration and trial number sig-
nificantly increased the SRE (0.001 mm/ms of trial duration and
0.08 mm per trial) indicating that participants became more accu-
rate the longer and more frequently they performed the task.

The interaction between XR mode and IPD-ICD difference sig-
nificantly increased the SRE, suggesting that the IPD-ICD differ-
ence moderated the effect of XR mode. 1 mm increase in the signed
IPD-ICD difference when changing from VR to AR resulted in a
2.43 mm increase in the SRE, leading to overestimation. Similarly,
the IPD-ICD difference moderated the transitional effect of pre- to
calibration phase, causing an overestimation of 1.04 mm, and pre-
to post-phase, leading to an overestimation of 0.69 mm. IPD-ICD
difference also moderated the effects of trial duration and trial num-
ber, increasing overall underestimation when interacting with each
of them. Since the main effects of both the IPD-ICD difference
and the trial phase were not significant, these interactions warrant
further investigation.

The interaction between XR mode and IPD-ICD difference had
the largest standardized beta value in the model, while XR mode
alone had the largest m.r2. Together, this interaction term and the
main effect of transitioning from VR to AR had the greatest impact
on the SRE. Notably, the standardized beta value for the IPD-ICD
difference was comparable to that of the XR mode, indicating a
substantial impact on the SRE, though its m.r2 was smaller than
that of the XR mode and its interaction term.

Table 3: Signed Residual Error (SRE).

Fixed Effect Beta [95% CI] t(6172) p m. r2

(Intercept) 6.09 [0.60, 11.58] 2.18 .031 –
XR Mode [AR] -7.53 [-14.49, -0.57] -2.12 .037 .034
IPD-ICD Diff. (mm) -1.06 [-2.54, 0.41] -1.41 .161 .004
Target distance (%) -8.41 [-11.68, -5.13] -5.03 <.001 .003
Phase [Cal.] -2.39 [-3.78, -1.00] -3.36 <.001 .002
Phase [Post] 0.36 [-1.03, 1.74] 0.51 .613 .002
Trial dur. (ms) 0.0014 [0.0007, 0.0021] 4.08 <.001 .003
Trial no. 0.08 [0.01, 0.14] 2.30 .021 .001
XR Mode [AR]:IPD-ICD 2.43 [0.31, 4.55] 2.24 .028 .021
IPD-ICD:Phase [Cal.] 1.04 [0.62, 1.46] 4.84 <.001 .003
IPD-ICD:Phase [Post] 0.69 [0.27, 1.12] 3.22 .001 .003
IPD-ICD:Trial dur. (ms) -0.0002 [-0.0004, -0.00006] -2.68 .007 .001
IPD-ICD:Trial no. -0.03 [-0.05, -0.01] -3.19 .001 .001

Cal. = Calibration, Diff. = Difference, Dur. = Duration.

6

https://doi.org/10.1109/VR59515.2025.00077


pre
pri

nt

© 2025 IEEE. This is the author’s version of the article that has been published in the proceedings of IEEE Visualization
conference. The final version of this record is available at: 10.1109/VR59515.2025.00077

5.1.3 Model 3: Signed Proportional Error (SPE)

Model 3 predicts the signed proportional error (SPE), calculated as
(perceived− actual)/actual× 100. It accounts for scaling effects,
reflecting relative deviation, as humans perceive distance propor-
tionally, regardless of units, allowing for better comparability with
related work. Predictors (see Tab. 1) were used as fixed effects and
participant ID as random effects. The model revealed a m.r2 = 0.04
and c.r2 = 0.31 (see Tab. 4 for parameter values and Fig. 6 for the
impact on SPE when IPD-ICD difference and XR mode interact).

Apart from the model’s intercept and post-phase (compared to
pre-phase), all the other effects were statistically significant. Tran-
sitioning from VR to AR condition significantly decreased the
SPE, indicating that the AR condition increased underestimation by
2.40%. Similarly, the IPD-ICD difference significantly decreased
the SPE: for every 1 mm increase of the signed IPD-ICD differ-
ence, underestimation increased by 0.53%. Transitioning from the
pre- to calibration phase also significantly decreased the SPE, in-
creasing underestimation by 0.50%. Additionally, both trial num-
ber and trial duration significantly increased the SPE by 0.03% per
trial and 0.0003% per ms of trial duration, respectively. These in-
creases in SPE values correspond to reductions in underestimation;
hence, participants became more accurate with more trials and as
they took more time.

The interaction between XR mode and IPD-ICD difference in-
dicates that changing conditions from VR to AR moderated the
additional underestimation caused by the main effect of IPD-ICD
difference, reducing its impact by 0.73%. This effect is larger than
the main effect of IPD-ICD difference alone, thereby reducing un-
derestimation overall. Additionally, the interaction between IPD-
ICD difference and trial phases (pre-to-calibration and pre-to-post)
significantly increased proportional error. The IPD-ICD difference
moderated the effect of the pre-to-calibration phase by reducing the
increase in underestimation and further moderated the pre-to-post
phase by amplifying the decrease in underestimation. The IPD-ICD
difference also moderated the effect of the trial number by slightly
increasing underestimation.

The interaction between the XR mode and the IPD-ICD differ-
ence had the largest standardized beta value in the model, whereas
the XR mode alone had the largest m.r2 value. Together, these
terms had the greatest effect on the SPE, similar to the SRE model.
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Figure 5: This graph shows the relationship between the SRE and
the IPD-ICD difference, separated by the XR mode. It demonstrates
the significant interaction between the IPD-ICD difference and the
XR mode, as well as the main effect of each.

Table 4: Signed Proportional Error (SPE).

Fixed Effect Beta [95% CI] t(6149) p m.r2

(Intercept) 0.24 [-1.36, 1.86] 0.30 .762 –
XR Mode [AR] -2.40 [-4.54, -0.26] -2.20 .031 .033
IPD-ICD Diff. (mm) -0.53 [-0.97, -0.09] -2.34 .021 .003
Phase [Cal.] -0.50 [-0.95, -0.05] -2.20 .028 .002
Phase [Post] 0.41 [-0.04, 0.86] 1.79 .073 .002
Trial no. 0.03 [0.009, 0.05] 2.85 .004 .001
Trial dur. (ms) 0.0003 [0.0001, 0.0005] 2.91 .003 .002
XR Mode [AR]:IPD-ICD 0.73 [0.08, 1.38] 2.20 .031 .019
IPD-ICD:Phase [Cal.] 0.32 [0.18, 0.46] 4.59 <.001 .003
IPD-ICD:Phase [Post] 0.20 [0.06, 0.34] 2.89 .003 .003
IPD-ICD:Trial no. -0.006 [-0.01, -0.00009] -1.99 .046 .0004

Cal. = Calibration, Diff. = Difference, Dur. = Duration.

5.2 Subjective Measures
Subjective measures were evaluated using a one-way ANOVA.
Homogeneity (Levene’s test) was given for all dependent vari-
ables; data being normal-distributed was not always true (Shapiro-
Wilk test). Hence, we cross-checked our ANOVA results
with a non-parametric Kruskal-Wallis Test, leading to consistent
(non)significance patterns. We did not find significant values in
the IPQ (F(1,70) = 0.076, p = .783,η2

p = .001) or any of the
IPQ subscales (spatial presence: F(1,70) = 1.844, p = .179,η2

p =
.026); neither did we find significant deviations between VR and
AR in the SPES (F(1,70) = 0.010, p = .920,η2

p < .001) or any
of its subscales. When we asked participants about their refer-
ence frame, two items showed significance. Participants perceived
the environment in the AR condition as more real (F(1,70) =
8.529, p = .004,η2

p = .109; VR M = 0.09,SD = 0.55; AR
M = −0.28,SD = 0.53) and the interaction in VR as more real
(F(1,70)= 5.824, p= .018,η2

p = .015; VR M =−0.17,SD= 0.44;
AR M = 0.11,SD = 0.54).

5.2.1 Control Measures
The control measures did not show significant results. The mean
values of the adapted VEQ were high (M = 5.10, SD = 0.74).
The NASA TLX values showed medium to low ratings (M = 6.29,
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Figure 6: This graph shows the relationship between the SPE and
the IPD-ICD difference, separated by the XR mode. This graph
is similar to the graph showing the SRE, both showing the main
effects of the IPD-ICD difference, XR mode, and their interaction.
It is worth noting that the IPD-ICD difference, at which the two XR
modes have the same SPE, is a different difference-value than the
one at which the XR modes have the same SRE.
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SD = 2.96) with no indications of significance. There were nei-
ther significant differences nor abnormalities in the VRSQ ratings
(M = 8.53, SD= 11.76). Hence, we could exclude confounds given
by potential VR sickness symptoms and ensure comparability of
task difficulty between VR and AR.

Debriefing Interview Participants were asked to compare their
performance between the pre- and post-phase. Seventeen partici-
pants reported no perceived change in their performance, while two
were unsure. Additionally, eleven participants mentioned a per-
ceived change in their performance but did not specify whether it
was positive or negative. Among those who did specify, 31 par-
ticipants reported a positive change in performance (higher accu-
racy, more confidence), while five participants reported a negative
change (lower accuracy, more frustration). Six participants did not
respond to that question. When we asked participants about the
effectiveness of the calibration phase, 23 participants mentioned
that they actively applied a correction in the post-phase, which they
learned in the calibration phase. Thirteen additional participants
stated that the calibration phase contributed to better judgments,
and nine participants explicitly stated that the calibration phase had
no influence on their judgment in the post-phase.

6 DISCUSSION

In the beginning, we posed the RQ: To what extent XR mode
(VR/AR), IPD-ICD difference, and perceptuo-motor calibration af-
fects near-field depth perception in XR? Our RQ was operational-
ized using several hypotheses stated in Sec. 3. In the following dis-
cussion, we evaluate these hypotheses in the process of answering
the overarching RQ of the study.

6.1 Depth Judgments in VR versus VST AR
H1.1 hypothesized that “Depth misjudgment will be higher in VST
AR than in VR.” This was supported by model 1 (see Tab. 2)
where misjudgment is evident by the ≈ 14 mm shorter perceived
distance in VST AR when compared to VR. Examining measures
of accuracy revealed that participants’ signed residual error (SRE,
perceived − actual, model 2) increased by ≈ 8 mm in VST AR
overall as compared to VR. Also, examining the proportion of the
signed error by target distance as a percentage (or proportional er-
ror, SPE, model 3) revealed an increase by 2.40% in VST AR for
each mm of actual distance, as compared to VR.

Prior work has already described the bandwidth of perceptual
issues present in VST AR HMDs [3, 10, 24], whereas the IPD-
ICD mismatch is only one factor leading to a distorted viewing
condition. Also other factors, such as the camera-eye offset of the
passthrough cameras in the z-direction or differences in lens dis-
tortions, let the view appear incongruent, challenging the user to
interact properly. Visual mismatches, such as differences in color
or contrast, can also be a factor to convey conflicting depth informa-
tion. The results support Azuma’s [3] elaboration on how contra-
dicting visual-visual stimuli (VST AR, physical and virtual stimuli)
are misperceived way more easily than contradicting stimuli across
multiple senses (VR, visual sense and, e.g., vestibular sense).

6.2 Effects of IPD-ICD Difference
H1.2 posited that “Depth misjudgments in VST AR will be higher
the higher the deviation between IPD and ICD.” This hypothesis is
supported by our data across several measures. In the LMM model
of the relationship between actual and perceived distance (model
1), the IPD-ICD difference variable was a significant predictor of
perceived distance. Each unit of increasing the signed IPD-ICD
difference results in a decrease of ≈ 3 mm of perceived distance, re-
sulting in an equivalent amount of underestimation in the perceived
distance. Similar results were found with regard to the effects of
IPD-ICD difference on the accuracy scores (SRE and SPE).

For H1.1, we could identify a difference in perceived depth,
residual, and proportional errors between VST AR and VR. No-
tably, these results are also explained or moderated by the IPD-ICD
difference. Thus, as compared to the prior work on near-field depth
perception in VR and AR, our data shows that IPD-ICD deviation
is a plausible factor for why VST AR has more error than VR view-
ing in near-field depth perception [52]. The discrepancy caused
by viewing the foreground virtual target object with the IPD stereo
disparity (adjusted to users’ IPD), juxtaposed against the physical
environment viewed through the passthrough with the ICD stereo
disparity, may amplify to a poorer depth perception in VST AR as
compared to VR. This underlines previous research that assumed
that the fixed ICD creates perceptual issues [3, 10, 24, 42] in VST
AR. However, this has not been proven so far.

6.3 Learning Effects by Perceptuo-Motor Calibration

H2.1: “Depth misjudgment in VR will be lower after a calibration
phase.” and H2.2: “Depth misjudgment in VST AR will be lower
after a calibration phase.” are partially supported because there was
no significant interaction effect between XR mode and the trial
phase. However, we did find evidence that the underestimation of
distance improved significantly in both conditions and in the trial
phase. From model 1, we observed a significant effect in the transi-
tion from pre- to calibration phases. Though the perceived distance
decreased from the pre- to calibration phase, the IPD-ICD differ-
ence moderated this effect, increasing perceived distance overall
and reducing underestimation. While no significant effects were
found when moving from the pre- to the post-phase, there was a sig-
nificant interaction between the IPD-ICD difference and the transi-
tion from pre- to post-phase. This suggests that the IPD-ICD differ-
ence can impact the effect of calibration and requires further inves-
tigation. In model 2, a significant main effect was observed during
the transition from pre- to calibration, which decreased signed error
and, consequently, increased underestimation. However, the inter-
action between the IPD-ICD difference and the trial phase (from
pre to calibration phase) counteracted the increase in underestima-
tion. Despite this, there was an overall rise in underestimation,
likely explained by the significant intercept in model 2. Model 3
revealed a significant effect for transition from pre- to calibration
phase where the proportional error value decreased, meaning un-
derestimation increased. Significant interactions between IPD-ICD
differences and both transitions moderated the main effects, reduc-
ing the severity of underestimation overall.

Overall, as the main effect of trial phase — pre- to post —
was not significant, we did not find evidence that the calibration
task performed in between pre- and post-phases significantly re-
duced perceptual error in the two XR modes. We expected an im-
pact of calibration at least in the VR condition given past research
[2, 5, 23, 26], therefore we provide a few reasons why this may not
have been the case in this study. It is possible that the task was
easier than previous studies, leaving insufficient room for improve-
ment. Though Fig. 4a for the perceived distance in the pre-phase
shows more underestimation than in the calibration or post-phase,
perceived distances were still fairly accurate. Also, fatigue from
the length of the task may have reduced participants’ performance
in the post-phase. Given the debriefing interviews, it is worth noting
that many participants perceived a positive change in their perfor-
mance from the calibration phase. Also, the significant interactions
between the IPD-ICD difference and calibration (seen in the trial
phase going from pre- to post) should be investigated further in the
VST AR because this difference may be impacting participants’
ability to calibrate as well.

6.4 Subjective Findings

We did not find any effects on presence or spatial presence. Hence,
H3.1: “Spatial presence will be higher in VR than in VST AR”
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is not supported. However, the nature of the task restricted users’
head movements, explicitly avoiding motion parallax as a strong
promoter for spatial presence. Furthermore, the task description
strictly determined how to act and thus, there was little scope for
exploring the environment and differentiation between the VR and
AR condition. In addition, one subscale of the SPES focuses on
possible actions and asks for hypothetic interactability with objects.
Since participants only interacted with one object, this measure-
ment might not be sensitive enough to capture effects.

The environment item of the reference frame questions revealed
significance. Participants perceived the VST AR environment as
more real than the VR environment. Notably, all other items
showed inverted ratings. The objects, the scenario, the interaction,
and the experience were rated as more real in VR. We assume that
in the VST AR condition, participants used the environment as the
frame of reference to judge the experience [54]. Thus, they were
more strict in VST AR when judging the other items, as the con-
trast between the environment and the virtual content is too high. In
VR, participants experienced one congruent scenario, which did not
lead to a drop in the perception of realism in any of these aspects.

According to objective measures, participants’ ability to judge
spatial relations towards a target object was clearly reduced in VST
AR. However, subjective measures, particularly those related to
spatial presence, did not show significant differences when com-
pared to our objective measures. This highlights a discrepancy be-
tween objective performance and subjective assessments. We as-
sume that questionnaire-based assessments may be too insensitive
to detect subtle variations in depth perception. Additionally, com-
pleting questionnaires requires cognitive resources, which might in-
troduce biases that favor VST AR. These cognitive influences could
neglect smaller perceptual incongruencies, thereby impacting the
results of subjective measures.

These findings are consistent with the predictions of the CaP
model [25], which suggests that perceptual incongruencies in VST
AR have a stronger effect compared to the congruent VR condi-
tion; however, we found this only in objective measures. The CaP
model currently addresses subjective higher-layer constructs, such
as spatial presence. Hence, it focuses on consciously assessed ef-
fects (e.g., by questionnaire) and does not account for lower-layer
effects, such as performance measures, which operate without cog-
nitive intervention during both perception and evaluation. To pro-
vide a more comprehensive explanation of the observed effects, we
propose to expand the CaP model to incorporate these lower-layer
effects. By including mechanisms that account for performance
measures and automatic unconscious processing, the model could
better represent the full range of perceptual and cognitive phenom-
ena not only in VST AR but in the whole XR spectrum.

6.5 Limitations and Future Work

Our experiment was conducted in the near-field distance, and the
results are not necessarily transferable to the medium- or far-field
distance as users rely on different depth cues depending on the dis-
tance [28]. Furthermore, we did not investigate the effect of the
raw passthrough. This would have meant to include physical target
objects to which participants would need to reach. Due to many
potential confounds, including complexity when placing the ob-
ject in relative proportion to the individual maximum arm-reach,
and possible unwanted haptic feedback, we decided to use a com-
bined approach that shows real-world reference objects through the
passthrough (affected by ICD) and a virtual target object as overlay
(affected by IPD). Hence, we covered a current relevant use case of
AR by applying a composition of virtual and physical content. A
future approach could implement an automated procedure to place
physical target objects at certain distances.

Another limitation is the static ICD of ≈ 63 mm, allowing us
to test only one fixed ICD with varying IPDs. Future work could

explore adjustable ICDs using a custom HMD. However, our ap-
proach simulates a highly relevant real-world scenario, as HMDs
with non-standard ICDs are atypical.

The generalizability of results for other HMDs is another limita-
tion that needs to be addressed. We used the Meta Quest 3, which
includes quite accurate tracking, high resolution, and a minimal
amount of warping. It is not known which algorithms are applied
to reduce the warping and to counteract possible lens distortions.
Switching to a different HMD might change the results completely
because of different hardware specifications and post-processing.

Confounds between VR and VST AR may have arisen due to
different levels of embodiment, i.e., visibility of the own body. As
Ries et al. [40] found out, embodying a virtual avatar improves dis-
tance estimations compared to not having a body. In our VST AR
condition, participants were able to see their own bodies, while in
VR, they did not, and only controller visibility was provided (see
Fig. 1a). However, we believe that this effect was minimal, as par-
ticipants had to do blind reaches, i.e., in the forward movement of
the controller, the screen was blackened, and only in between were
they able to inspect their embodiment. We also asked participants
to keep their heads as still as possible. Thus, we assume that this
visibility of the own body did not play a role in the task.

The study was conducted in two different countries. Even though
we ensured the same strict experimental automated procedure, con-
founds might have occurred. Still, we would encourage this proce-
dure as it fosters higher diversity and replicability in the results.

7 CONCLUSION

New use cases for VST AR arise due to an increase in the quality
of the passthrough and hybrid usage with VR. However, VST AR
technology is in comparison to VR or OST AR, underresearched.
We need to consider perceptual incongruencies stemming from
hardware limitations, alignment issues, etc., to provide a conclu-
sive assessment of VST AR.

In this work, we examined incongruent stereoscopy, which arises
due to user-individual IPD and fixed ICD in VST AR HMDs. We
conducted a 2×3 mixed design empirical evaluation examining the
effect in VR and VST AR as well as in three different phases, pro-
viding feedback or not. Results showed an increased underesti-
mation in VST AR compared to VR as well as an effect of IPD-
ICD mismatch. There were also significant interactions between
the mismatch and the XR mode on both signed residual and pro-
portional error. These findings provide evidence that incongruence
of IPD and ICD in VST AR HMDs can influence near-field depth
perception differently than in VR.

Notably, we found this evidence in objective measures but not
in subjective measures, disclosing insights into human processing
and deriving desiderata for integration and separation of high- and
low-level effects in theoretical groundwork.

Overall, we believe that our findings are particularly important
for the workplace usage of VST AR and specifically for serious use
cases in medicine, industry, military, transportation, and other crit-
ical areas that rely on proper depth perception and near-field ma-
nipulation of objects. However, more research is needed to fully
disclose the severity of IPD-ICD mismatch and to explore possi-
bilities to counteract this issue. We encourage researchers to keep
track of participants’ IPD as it affects not only depth perception but
potentially also overall performance and UX in VST AR and XR.
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