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ABSTRACT

In this work, we explored asymmetric collaboration under two dis-
tinct tasks: collaborative sorting and conversational talking tasks.
We answer the research question of how different tasks impact the
user experience in asymmetric interaction. Our mixed design com-
pared one symmetric and one asymmetric interaction and two tasks,
assessing self-perception (presence, embodiment), other-perception
(co-presence, social presence, plausibility), and task perception
(task load, enjoyment). 52 participants collaborated in dyads on
the two tasks, either using head-mounted displays (HMDs) or one
participant using an HMD and the other a desktop setup. Results in-
dicate that differences in social presence diminished or disappeared
during the purely conversational talking task in comparison to the
sorting task. This indicates that differences in how we perceive a
social interaction, which is caused by asymmetric interaction, only
occur during specific use cases. These findings underscore the crit-
ical role of task characteristics in shaping users’ social XR experi-
ences and highlight that asymmetric collaboration can be effective
across different use cases and is even on par with symmetric inter-
action during conversations.

Index Terms: Social presence, cross-device, asymmetric interac-
tion, immersion, embodiment, social XR, social VR.

1 INTRODUCTION

Social virtual reality (VR) is a great tool for distributed collabora-
tion and social interaction, offering the potential to replicate com-
munication patterns as face-to-face collaboration through avatar
representations [36]. It is a promising tool that can overcome
the limitations of more established meeting platforms such as Mi-
crosoft Teams or Zoom that lack the ability to replicate the multidi-
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mensional aspects of in-person encounters, especially in conveying
essential nonverbal, bodily, spatial, and, consequently, social cues.

However, challenges such as spatial constraints, health consid-
erations, and hardware availability present significant barriers to
widespread adoption that could prevent users from using it at all
[38, 44]. Recent advances in commercial and research platforms
aim to mitigate these barriers by enabling participation with vari-
ous devices such as augmented reality (AR), desktop computers, or
smartphones, effectively transforming the social VR platform into
a social extended reality (XR) platform. This leads to asymmetric
collaboration, in which users with different devices interact with
each other [52]. Different devices lead to different user experiences
[5]. Previous work has shown that device characteristics affect
user experience, especially for spatial tasks in the 3D environment
[2, 11, 45]. Nevertheless, how the different devices affect the com-
plex dynamics of social interaction is an ongoing research topic,
and underexplored [6, 52]. This is especially true when looking
at balanced interaction design in asymmetric collaboration, where
the interaction possibilities are not tailored to specific devices [22],
such as when a desktop user acts as a guide for a VR user [10, 12].
A prior study has shown that replication of social cues - whether
users can talk to each other - emphasizes the difference between
the user experience with different devices. However, this was only
evaluated for a single use case [23]. This demonstrates a lack of
research on the balanced interaction in asymmetric collaboration.
Therefore, in this work, we answer the following research question:

RQ: How do different tasks impact the user experience in asym-
metric collaboration?

2 RELATED WORK

Immersion describes the technological capabilities that provide a
simulation to a user’s senses [35]. Because different devices (e.g., a
head-mounted display and a desktop monitor) inherently offer dif-
ferent levels of immersion, users sharing the same virtual space may
not have identical perceptual input. Therefore, they might experi-
ence the virtual environment differently [5].

Recent advances have facilitated multi-device participation in
collaborative XR, allowing one user to join via a VR headset, while
another joins via a desktop or even a mobile device [52, 22]. This


https://doi.org/10.1109/VRW66409.2025.00116

© 2025 IEEE. This is the author’s version of the article that has been published in the proceedings of IEEE Visualization
conference. The final version of this record is available at: 10.1109/VRW66409.2025.00116/

raises questions about how immersion differentials affect both one’s
own experience (e.g., sense of presence and embodiment) and one’s
impression of the interaction partner.

2.1 Asymmetric Interaction in Social XR

Research on cross-device applications often uses the term asymmet-
ric interaction to indicate differences in users’ roles or functional-
ities [6]. Prior work also refers to this as cross-reality when, for
example, AR and VR users interact with each other [29, 37]. In this
work, we refer to situations in which users participate under varying
degrees of immersion while sharing the same virtual environment
as asymmetric interaction [52].

Although previous work addresses asymmetric challenges by
restricting certain actions for the less-immersed user (e.g., cast-
ing them as a “helper” or “observer” in VR) [10, 12, 26], many
commercial platforms - such as RecRoom, Engage, or Meta Hori-
zon Worlds - simply provide the same virtual space and interac-
tions, regardless of the user’s chosen device. In such cases, little
is known about how immersion gaps affect collaboration quality
and user experience when participants share the same roles and
tasks [6, 43, 46]. Recent research addressed this by evaluating
asymmetric interaction when users had the same interaction pos-
sibilities [22, 23]. These two studies evaluated the same task of
sorting objects collaboratively, raising the question of how asym-
metric interaction affects the user experience during different tasks.
Previous work has shown that immersion can affect tasks like 3D
docking or 3D visualization tasks [2, 11, 45]. However, there is a
research gap that addresses how immersion affects simple conver-
sations between users with different devices.

2.2 Effects of Inmersion on User Experience

In evaluating the user experience within asymmetric social XR, sev-
eral constructs help capture key indicators [17, 48].

However, self-perception (presence [33, 39, 41], embodiment
[4, 27]), other-perception (co-presence, social presence [3, 53],
plausibility [17, 20, 21, 34], and perceived humanness [9]), and
task-perception (task load [8], task enjoyment and usability [19])
can be affected by the immersion of a device [22, 23].

2.2.1 Self-Perception

The spatial presence, which is described as the “sense of being
there” in the virtual environment [35] - has been directly linked to
immersion [5, 32, 35]. Devices offering larger fields of view, stereo-
scopic rendering, and higher tracking fidelity generally support a
stronger sense of spatial presence [17, 35], showing that higher im-
mersion leads to higher perceived spatial presence.

Users perceive a virtual avatar as their own body, which is called
the sense of embodiment. The sense of embodiment incorporates
ownership (feeling that a virtual body is “mine”) and agency (feel-
ing control over avatar actions) [14, 27]. The less immersive a setup
is, the less users might experience visuomotor synchrony, poten-
tially diminishing the perceived sense of embodiment [4, 7].

2.2.2 Other-Perception

Co-presence refers to the mutual awareness of other users and their
actions [15], while social presence further addresses the psycholog-
ical aspects of feeling connected to others in mediated spaces [3].
Previous work indicates that more immersive interfaces can en-
hance users’ perceptions of “being together” [1, 30].

Another relevant construct is plausibility [17, 34]. The plau-
sibility of a virtual human can be measured [20], which captures
how convincing and natural avatars appear. Immersion affects how
we perceive virtual humans and they may seem less plausible to
the user [20, 21, 51], potentially affecting mutual social cues and
engagement [16].

2.2.3 Task-Perception

Beyond socio-cognitive measures, task-related factors play a sig-
nificant role in XR collaboration [8, 19]. More intuitive or higher-
immersion interfaces can reduce effort and cognitive load, improv-
ing usability and enjoyment [40, 42]. In contrast, mismatches in im-
mersion within the same environment might require additional ef-
fort for the lower-immersion user, potentially increasing perceived
task load and lowering satisfaction [47].

In sum, there is currently a lack of research comparing differ-
ent tasks in asymmetric interaction and how different tasks impact
self-perception, other-perception, and task-perception. Therefore,
we designed a study to evaluate the differences in these constructs
when manipulating the asymmetry of the interaction and the spe-
cific use case.

3 METHOD

This study followed a 3 x 2 mixed model, where the between con-
dition was the device configuration with either a symmetric or an
asymmetric interaction which we refer to as the factor Immersion.
The asymmetric interaction was a desktop user (Dyr) and a VR
user (VRp) interacting with each other. The symmetric interac-
tion was two VR users (VRyR) interacting with each other. For
the naming of our device configurations, the first named device de-
fines the device of the user, and the subscript defines the device of
the interaction partner. The within condition was the factor Task
the participants had to solve, with either the collaborative sorting
task (Sorting) where the data is from a prior publication [23], and
the other task was two users talking about various topics (Talking).
The device configuration was balanced. However, the task order
was always in the order of first Sorting and second Talking.

3.1 Procedure

We recruited two participants and placed each individual in a sep-
arate room for remote collaboration. A researcher escorted each
participant to their assigned experimental space. As illustrated in
Figure 2, the study began with participants signing a consent form
and reviewing the study information. They then completed an ini-
tial set of questionnaires, including demographics and control mea-
sures, before entering the private virtual environment using their
assigned devices. In this private space, participants were able to ex-
plore the interface and customize their avatars according to personal
preferences. After finalizing their avatar designs, they transitioned
to a shared social virtual environment to work together on a sorting
task. Once the task was finished, they filled out post-experiment
questionnaires. Afterwards, participants got again study informa-
tion for the second task (7alking). Participants were able to cus-
tomize their avatars again and had a short acclimatization phase in
a private virtual environment. Then they again joined the social
virtual environment where they were tasked to talk to their partner
about suggested topics or topics of their own choice for ten min-
utes. Following the Talking task participants had to fill out the post-
questionnaires again. To maintain consistency, we synchronized the
timing of each step across both participants. Overall, the study took
approximately 60 minutes to complete.

3.2 System Description

Our system was created using Unity3D (version 2020.3.21f1), with
network operations managed by Photon’s PUN2 toolkit. Rather
than a peer-to-peer architecture, we implemented a client-to-server
approach to streamline the distribution of information: the system
collects data packets from each client at set intervals, processes
them on the server, and then dispatches the updates to the other par-
ticipants. By running the information exchange at a 20Hz frequency
and incorporating lag-reduction mechanisms, the system can effi-
ciently transmit each user’s avatar state (e.g., position, orientation,
and appearance) along with other data like task progress to every
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Between Condition Assignment

Information and Consent 5 min

Pre-Questionnaires 5 min

Post-Questionnaires 15 min

Information 1 min

Post-Questionnaires 15 min

Closing

Figure 2: The figure shows the procedure of our study, where red
highlights the parts in the virtual environment from our earlier pub-
lication of the Sorting task [23] and turquoise highlights the Talking
task.

client. Prior to collaborating together, each participant could select
a stylized male or female avatar and customize the appearance (e.g.,
skin, hair, and shirt).

In the virtual environment, our avatars are partially truncated be-
tween the hips and shoulders/hands—often referred to as a “ray-
man style”—so as to avoid the complexities of full-body inverse
kinematics, particularly when only three tracking devices are avail-
able [49]. Figure 1 presents an illustration of how these avatars
appear in our platform.

For the VR setup, we used the HTC Vive Pro Eye headset, which
offers a 110-degree field of view, a 90Hz refresh rate, and a per-
eye resolution of 1440x1600 pixels, paired with two Vive Pro Con-
trollers. On the desktop side (D), participants interacted via a 27-
inch monitor (19201080, 60Hz) and a standard office mouse. We
integrated the Steam VR framework (version 1.14.15) into our Unity
environment to bring in positional data from both the HMD and
the controllers. Device positions were tracked by a pair of HTC
Base Stations 2.0 using an infrared-based system, which sustains a
22ms latency and sub-millimeter accuracy [24] at a 1000Hz sam-
pling rate. Each room had its own set of base stations mounted on
tripods for stable and comprehensive coverage.

Across both conditions (VR and D), participants wore identi-
cal Lenovo 100 Stereo USB headsets to maintain consistent audio
quality between devices. The study ran on powerful desktop ma-
chines with Windows 10, each featuring an Intel i7-11900K CPU,
NVIDIA GeForce RTX 3080 GPU, and 64GB of DDR5 RAM, pro-
viding ample performance for the experimental requirements.

3.3 Task and System Design

Figure 3 illustrates the perspectives of both participants as they car-
ried out the task in the Sorting and Talking task. If participants
wished to change their viewpoint in the virtual environment, they
had to hold down the secondary mouse button and drag the mouse
to rotate their perspective in the D condition. Meanwhile, in the VR
condition, participants used Vive controllers that tracked their hand
movements, and they were able to look around naturally by moving
their heads while wearing the VR headset.

3.3.1 Sorting Task

During the Sorting task each participant stood at a differently col-
ored table—one blue and one red. Hovering above each table were
five partially transparent containers, into which participants needed
to sort a set of five objects in ascending order, determined by the
number of corners on each object.

At the start of each round, a new object appeared above the con-
tainer at the center of the table. Participants used a pair of buttons
labeled “Left” and “Right” to shift the object’s position, then used
a “Confirm” button to place it into the chosen container and prompt
the arrival of the next object. In cases where an object matched
the partner’s table color, participants transferred it to the other side
by pressing an “Interact” button. Selecting “Interact” on one side
caused the partner’s corresponding button to change color, signal-
ing that a transfer request was pending. Upon the partner’s accep-
tance, the item would appear on their table. The process contin-
ued until all objects were appropriately sorted. When participants
pressed the “Finish” button, they concluded the task. Buttons that
were not currently available to use appeared in black.

‘We aimed to maintain a uniform interaction style across the dif-
ferent devices. Participants only interacted with the system through
button presses. In the D setting, they used a mouse to click on the
virtual buttons. Each click activated a pre-recorded animation of a
virtual hand pressing the button. In the VR condition, participants
had to press the buttons by moving their hands to the virtual buttons.

3.3.2 Talking Task

In the Talking task, participants stood in front of each other and
were tasked to their interaction partner about topics of their pref-
erence or the following proposed topics: Favourite food, favorite
movies, remote lectures, weekend activities, or their last vacation.

Participants could not move in the virtual environment but only
look around. Participants in the VR condition could move their
virtual hands since their real hands were tracked, while there was
no tracking for the hands of the participants in the D condition. The
task concluded when 10 minutes passed.

3.4 Measures

We used immersive tendency and simulator sickness as control vari-
ables, reflecting their importance in XR research [28]. We mea-
sured immersive tendency via the ITQ with 18 items on a 7-point
scale [50], and simulator sickness via the SSQ with 14 items on a
0-4 scale [13].

To evaluate self-perception, we used the Igroup Presence Ques-
tionnaire (IPQ) [31], which contains 19 items spanning the subdi-
mensions of spatial presence, involvement, and realism. We also
used the Virtual Embodiment Questionnaire (VEQ) [27] to mea-
sure the sense of embodiment, encompassing ownership, agency,
and change.

Other-perception was measured with the Networked Mind Mea-
surement (NMM) [3], focusing on co-presence and social presence.
NMM includes four subscales—two related to co-presence for one-
self and one’s partner, and two evaluating psychobehavioral en-
gagement for oneself and one’s partner. Additionally, the Virtual
Human Perception (VHP) questionnaire [20] provided subscales
examining appearance and behavioral plausibility (ABP) as well
as alignment with the virtual environment (MVE). We further in-
cluded one single-item measure of the perceived human likeness of
the interaction partner, rated 1-7.

Task perception in this study was evaluated using the Raw NASA
Task Load Index (RTLX) [8]. We also incorporated two single-
item measures where participants provided 1-7 ratings of both their
enjoyment of the task and the overall usability of the system.
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Sorting Task

Talking Task

Figure 3: The figure shows the first person perspective during our study, for left the Sorting task and right the Talking task.

3.5 Participants

Our sample size included N = 52 participants who took part in a
prior study [23]. N = 49 were students who received credit points
as part of their bachelor’s degree, and N = 3 received money as
compensation. The students had the same knowledge background
of studying media and computer science. We had to exclude two
participants, as technical difficulties arose during the interaction in
the virtual environment. The condition Dygr and VRp had N = 16
participants, and VRyr had N = 18 participants. Our sample of
N =50 was M = 20.36 (SD = 1.84) years old. 47 were female,
3 were male. 80% of the participants had at least one hour of VR
experience.

4 RESULTS

We used Python 3.9 with the Numpy and Pandas libraries to aggre-
gate data and compute scores for our results. For the statistical anal-
ysis, we used R 4.4.0 with RStudio 2024. Multiple measurements
showed violations of the mixed ANOVA’s normality and variance
homogeneity assumptions. Since we had a relatively small sample
size with balanced groups, we calculated a robust variation with the
trimmed means ANOVA with a 20% cut-off based on the R package
WRS?2 [18]. To validate our results, we calculated a nonparamet-
ric ANOVA with the f1.1d.fI method of the nparLD R package [25]
that showed similar results for the analysis. Therefore, we only re-
port the results of the trimmed means ANOVA for our variables.
In the upcoming sections, we will report only significant results for
the main and interaction effects and significant post hoc tests when
the main effects are significant. Additionally, we only report post
hoc tests for the main effect of immersion and the interaction effect
since the main effect of the task already is a comparison between
two groups, and the post hoc test does not reveal further informa-
tion. We applied the Bonferroni correction for the post hoc tests
to keep the family-wise error small. Table 1 shows the descriptive
values for all dependent variables.

4.1 Control Measures

Simulator sickness was not significantly different between condi-
tions, F(4) = 0.44,p = .779. However, it differed significantly
between the time of measurements - before the experiment (T1),
after the first task (T2), and after the second task (T3) - F(2) =
96.07,p < .001. However, the score decreased over time, shown
with the following means: T1, M = 14.38 (SD = 4.07); T2, M =
10.40 (SD =2.81); T3,M =9.18 (SD = 2.18).

The immersive tendency of the participants showed no signifi-
cant differences between the devices, F(2) = 0.26,p = .768.

4.2 Self-Perception
421 Presence

Figure 4 shows a bar plot with confidence intervals for the subscale
of spatial presence.

Spatial Presence A two-way ANOVA revealed a significant
main effect of Immersion, F(2,16.89) =9.87,p = .002, and a sig-
nificant main effect of Task, F(1,21.74) = 9.25, p = .006, without
interaction effect (p = .438). Post hoc comparisons indicated that
participants reported higher spatial presence under VRyg, 1(94) =
—5.49,p < .001, than under Dyg. Spatial presence was signifi-
cantly higher for Sorting than Talking.

Involvement There was a significant main effect of Immersion,
F(2,17.05) = 17.27,p < .001, while the effect of Task and the in-
teraction remained non-significant. In post hoc tests, involvement
was higher for VRyg than for Dy, 1(94) = —4.88, p < .001.

Realism There were no significant main or interaction effects.

4.2.2 Sense of Embodiment

Figure 5 and Figure 6 show bar plots with confidence intervals for
perceived ownership and agency.

Ownership The analysis showed significant main effects of
Immersion, F(2,17.80) = 4.38, p = .028, and Tuask, F(1,20.37) =
5.89,p = .025. Post hoc comparisons for Immersion revealed
higher ownership under VRyg than Dyg, 1(94) = —3.51, p = .002.
Ownership was significantly higher for Sorting than Talking. The
interaction was not significant.

Agency There were significant main effects of Immersion,
F(2,16.12) = 23.60, p < .001, and Task, F(1,16.97) = 4.83,p =
.042. Post hoc tests for Immersion indicated that VRyg yielded
higher agency than Dyg, t(94) = —7.71,p < .001. Perceived
agency was significantly higher for Sorting than Talking. The in-
teraction was not significant.

Change There were no significant main or interaction effects.

4.3 Other-Perception
4.3.1 Co-Presence

There was no significant effect for either dimension of co-presence.

4.3.2 Social Presence

Figure 7 and Figure 8 show bar plots with confidence intervals for
the two scales of social presence.

Psychobehavioral Engagement Self There was a main ef-
fect of Task, F(1,22.84) = 28.80,p < .001. The main effect of
Immersion was not significant. There was a tendency for the inter-
action effect to differ between conditions, F(1,21.64) =31.49, p <
.001. Therefore, we calculated the post-hoc tests anyway, even
though the p-value was not lower than our threshold of .05. Post
hoc analysis of the interaction indicated that Talking induced higher
other-engagement than Sorting for Dyg, 1(94) = —2.84,p = .039,
and VRp, t(94) = —3.33,p = .009. During Sorting, participants
with VRyg had higher scores than participants using Dyg, 1(94) =
—3.10,p = .018.
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Dyr VRp VRyR
Sorting Talking Sorting Talking Sorting Talking
Measure  Subscale Sign. N=16 N=16 N=16 N=16 N=18 N=18
Spatial Presence & T  3.88 (1.13) 3.55(1.22) 5.32 (1.00) 4.89 (1.13) 5.40 (0.65) 4.69 (0.79)
IPQ Involvement I 3.56 (1.31) 3.09 (1.30) 5.11 (1.10) 5.09 (1.15) 5.08 (1.51) 4.62 (1.28)
Realism 3.73 (0.54) 3.83 (0.69) 3.91(0.77) 3.88 (0.66) 3.69 (0.53) 3.81(0.72)
Ownership I1&T 2.16(1.22) 1.75 (0.90) 3.51.41) 3.00 (1.80) 3.38 (1.51) 2.93(1.41)
VEQ Agency I&T 3.58(1.41) 2.73 (1.46) 5.52 (1.06) 5.34 (1.00) 5.74 (1.02) 5.28 (1.47)
Change 2.26 (2.06) 1.44 (1.19) 3.03(1.54) 2.35(1.34) 2.60 (1.83) 2.28 (1.10)
CP self 3.78 (0.68) 4.03 (1.01) 3.91(0.71) 4.19 (0.64) 3.94 (0.48) 3.81(0.53)
NMM CP other 3.83 (0.75) 3.43 (0.74) 3.84 (0.38) 3.84 (0.36) 3.88 (0.42) 3.72 (0.41)
PE self T 3.30 (0.86) 4.17 (1.12) 3.64 (0.82) 4.67 (0.60) 4.23 (0.87) 4.61 (0.88)
PE other *T 3.08 (1.16) 4.39 (0.98) 3.71 (1.03) 4.56 (0.69) 4.41 (0.96) 4.57 (0.80)
VHP ABP 5.05 (0.92) 5.12 (1.22) 5.04 (0.95) 5.30 (1.04) 5.55 (0.68) 5.62 (0.75)
MVE 5.75 (0.97) 5.72 (1.02) 5.84 (1.02) 5.89 (0.84) 6.18 (0.72) 6.24 (0.67)
Item Humaness 1 4.06 (2.32) 5.12 (1.86) 4.62 (1.54) 5.44 (1.41) 5.17 (1.65) 5.11 (1.53)
Mental dem. T 42.50 (22.86)  9.38 (13.65) 43.75(23.13)  20.31 (22.25) 46.39(18.61) 10.83 (11.28)
Physical dem. T 16.56 (16.10)  3.12 (5.44) 20.62 (16.42)  5.94 (10.36) 16.94 (12.85) 1.39(2.87)
RTLX Frustration T 23.12 (12.76)  5.62 (11.95) 41.88 (30.60) 16.88(27.92) 25.56 (16.79)  8.33 (19.40)
Temp. dem. T 22.50 (17.89) 17.81 (19.66) 31.25(26.86) 15.00 (27.81) 29.72 (21.11) 9.44 (16.71)
Performance T 39.06 (27.16) 18.44 (19.81) 44.38 (28.74) 24.38(30.82) 35.83(24.99) 11.67 (16.89)
Effort T 26.25(17.18)  6.25 (8.27) 27.81(25.43) 11.88(10.63) 34.44 (24.61) 8.61 (13.04)
Ttem Usability T 4.56 (1.55) 6.12 (0.75) 3.75(1.81) 6.12 (1.09) 5.00 (1.19) 6.22 (0.65)
Task Joy I1&T 5.06(1.12) 6.25 (0.86) 5.81 (1.05) 5.88 (1.36) 6.00 (0.77) 6.56 (0.86)

Table 1: This table shows the descriptive data with mean, and standard deviation for the three different device conditions with the Sorting task of
Merz et al. [23] and the Talking task. An [ indicates a significant main effect for immersion, and a T indicates a significant main effect for task. If

there is a significant interaction effect, we indicate it with a /*T, and we do not highlight the significant main effects.

Psychobehavioral Engagement Other There were signifi-
cant main effects of Immersion, F(2,17.96) = 4.52, p = .026, and
Task, F(1,21.64) = 31.49,p < .001, accompanied by a signifi-
cant Immersion x Task interaction, F(2,17.33) = 9.60, p = .002.
Post hoc analysis of the interaction indicated that Talking induced
higher psychobehavioral engagement other than Sorting for Dyg,
1(94) = —3.93,p = .001, and VRp, (94) = —2.53, p = .049. Dur-
ing Sorting, V Ryg had significantly higher values than Dyg, t(94) =
—4.09,p < .001.

4.3.3 Virtual Human Plausibility

The two subscales of VHP - appearance behavior plausibility and
match to the virtual environment - showed no significant effect.

4.3.4 Humanness

There was a main effect of Task on humanness, F(1,21.03) =
4.39, p = .049, showing that the perceived humanness was signif-
icantly higher in the Talking than in the Sorting task. However,
descriptive values show a similar effect as the social presence sub-
scales indicating that a higher power with a larger sample size could
reveal an interaction effect.

4.4 Task Perception

Usability. There was a significant main effect of Task,
F(1,19.75) = 40.87,p < .001, participants rated usability higher
in the Talking task than in the Sorting task. Immersion and the in-
teraction did not differ significantly.

Task Enjoyment. Analyses revealed a main effect of Immer-
sion, F(2,16.74) = 4.55,p = .027, and a main effect of Tusk,
F(1,16.57) =19.59, p < .001, with no significant interaction. Talk-
ing showed significantly higher enjoyment than Sorting. Post hoc
comparisons showed that VRyg led to higher enjoyment than Dyg,
1(94) = —2.52, p = .040.

4,41 Task Load

Mental Demand There was a significant main effect of Task,
F(1,26.87) =70.61, p < .001, showing that Sorting was more men-
tally demanding than Talking. Immersion and the interaction were
not significant.

Physical Demand Task had a significant effect, F(1,25.65) =
35.57, p < .001, indicating that Sorting was rated higher in physical
demand than Talking. No other effects were significant.

Frustration A main effect of Tusk was found, F(1,13.58) =
47.16,p < .001, revealing greater frustration during Sorting than
Talking, 1(94) = 4.73, p < .001. The Immersion factor and the in-
teraction were not significant.

Temporal Demand Task again showed a significant effect,
F(1,22.24) =26.28, p < .001, where Sorting was more temporally
demanding than Talking. There was no significant main effect on
Immersion and no interaction effect.

Performance A main effect of Task, F(1,22.64) = 30.44,p <
.001, indicated poorer perceived performance under Sorting than
Talking. No other effects were significant.

Effort Finally, Task exhibited a main effect, F(1,21.80) =
22.37,p < .001, Sorting required significantly more effort than
Talking. Immersion and the interaction showed no significance.

5 DiscussION

In this work, we present a 2 x 3 mixed study by manipulating the
asymmetry and the task participants had to do in social XR. We
measured key experience indicators that evaluate how the partici-
pants perceived themselves, the other, and the task.

In the second task (7alking), participants did not have to interact
spatially in the virtual environment but had to simply talk to their
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Figure 4: Mean values and CI(+95%) for per-
ceived spatial presence with a significant main
effect on task and immersion.
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Figure 5: Mean values and CI(+95%) for own-
ership with a significant main effect on task
and immersion.
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Figure 6: Mean values and CI(+95%) for per-
ceived agency with a significant main effect on
task and immersion.
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Figure 7: Mean values and Cl(+95%) for perceived self
psychological engagement.

interaction partner. Hence, no interactions required specific move-
ment where the users would see their virtual body but the nonver-
bal communication (body movement). However, the desktop users
could not see their nonverbal movement - except head movement -
since the hands were not tracked. The results reflect this since spa-
tial presence and ownership were significantly lower for the Talk-
ing task compared to the Sorting task, where participants interacted
spatially with their avatar representation. Additionally, spatial pres-
ence was higher for users in the VR condition than for users in the
D condition. This is in line with previous work that immersion af-
fects spatial presence [5, 35]. Therefore, we can assume that our
manipulation worked as expected during both tasks. The results of
ownership and agency support the findings and the argumentation
for the results of spatial presence. Again, this shows that our ma-
nipulation worked as intended as visuomotor synchrony is higher
for the VR condition, which is, in turn, a strong predictor for the
sense of embodiment [14, 27]. Visuomotor synchrony might be
higher in the Sorting task than in the Talking task since participants
did not have to interact with their virtual hands during the Talking
task. However, we can only assume this since we did not record the
movement of the participants or the eye tracking to verify that in the
VR condition, visuomotor synchrony was lower for the participants.

The interaction effect for the two subscales of social presence
shows that after the second task, there are no significant differences
between the device configurations, and we could no longer find the
previous effect of the asymmetric device configurations. There are
two different interpretations of the interaction effects of social pres-
ence. First, we could have found an order effect that simply by
solving a task together and being together in social XR for a longer

p <.001
o | |
p<.05

< 4- Task
) [ Sorting
= M Talking

2.

0.

Dvr VRp VRyr
Condition

Figure 8: Mean values and Cl(+95%) for other psycholog-
ical engagement.

time, the participants reported overall higher scores for social pres-
ence in the Talking task. The implication would then be that the
difference in other-perception and collaboration disappear simply
by collaborating for a longer time. This means that the top-down
effects of longer exposure or social interaction might overshadow
the bottom-up effects of less immersion. However, we suspect that
there should have been an increase in social presence for the VRygr
condition as well. Therefore, we argue that the second interpreta-
tion is more valid and based on the two tasks’ different affordances.
In the Talking task, participants merely needed to converse rather
than interact spatially within the virtual environment. As a result,
they were not required to move around, and participants focused
more on talking with their partners than recognizing the limitations
of the desktop configuration with less immersion. This task charac-
teristic likely led to the diminished effect in the social presence of
the asymmetric device configurations in this specific scenario.

Therefore, in both interpretations, the asymmetry might impact
the social interaction only in specific use cases or disappear af-
ter longer collaboration and interaction. Recent work showed that
there are only differences in social presence when adding social
cues [23]. Considering the results of this work, there seems to be
a more complex dynamic when evaluating asymmetric interaction
since social cues and task type can influence social presence. There-
fore, when designing these systems, developers have to consider
these two factors and how they might impact their application.

The use case did impact how the task load was perceived. Over-
all, the sorting task was rated as more demanding. However, the
task load was not significantly different when using different de-
vices. This indicates that asymmetry can facilitate effective collab-
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oration across different use cases. This is in line with prior work
that evaluated asymmetric interaction and demonstrated that even
though there are differences in perception when using different de-
vice configurations, it is an effective form of social interaction and
collaboration [10, 22, 23]

5.1 Limitations & Future Work

Although our results shed light on how different devices affect user
experience across multiple use cases, our evaluation holds limita-
tions. First, our sample size was relatively small and homoge-
neous, which restricts the generalizability of our findings. While the
groups were balanced, larger-scale studies involving diverse partic-
ipant demographics and contexts (e.g., corporate versus academic
environments) are needed to confirm and extend our results. Sec-
ond, the tasks we selected—sorting objects and engaging in casual
conversation—were relatively simple and highly controlled. More
complex or domain-specific tasks (e.g., collaborative design or data
visualization) might introduce additional interaction requirements,
potentially altering how asymmetry influences social presence and
user experience in general. Especially when looking at other tasks
that were evaluated when manipulating immersion that were more
focused on spatial interaction in the virtual environment [2, 11, 45].
Moreover, our strict ordering (Sorting first, then Talking) could have
introduced an order effect. Although our results suggest an inter-
play between use case and device configuration, it would be infor-
mative to counterbalance the task order in future studies to defini-
tively disentangle the effect, whether it stems from longer exposure
or the type of task. Future work could broaden the interaction reper-
toire to examine how more sophisticated or varied input modalities
might affect social presence, task load, and collaborative efficiency.
Despite these limitations, our study demonstrates the importance
of investigating asymmetry more deeply, prompting new questions
about how device-specific affordances and task complexity inter-
play to shape user experience and, specifically, social presence.

6 CONCLUSION

This study explored the influence of device asymmetry on user ex-
perience in two different use cases in social XR. We found that
discrepancies in social presence diminished or disappeared entirely
in a purely conversational context. This suggests that task type is
a critical moderating factor in asymmetric collaboration. Further-
more, we found that device asymmetry did not significantly affect
the perceived task load in either scenario, implying that collabora-
tion remains feasible and effective even when participants operate
different devices with varying levels of immersion. These findings
underscore the potential of designing social XR platforms that ac-
commodate a wide spectrum of hardware configurations without
compromising user experience. Overall, our work advances the
understanding of how different devices affect social presence, em-
bodiment, and task perception within XR environments, especially
when users engage in balanced or uniformly designed interactions.
Future investigations may expand to more complex tasks and di-
verse input methods to develop comprehensive guidelines for de-
signing effective and inclusive asymmetric XR systems.
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