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Abstract—Immersive visualization has become affordable for
many laboratories and researchers with the advent of consumer
virtual reality devices. This paper introduces two according
scenarios, (1) modeling biological simulations of multi-cellular
tumor spheroids, and (2) analysing spatial features in fluorescence
microscopy data of organoids. Based on these, we derive a list
of functional requirements for an immersive workbench that
integrates both image data analysis and modeling perspectives.
Three existing, exploratory prototypes are presented and dis-
cussed. Finally, we propose two specific applications of immersive
technology for the support of the targeted user groups’ research,
one for the collaborative definition of segmentation “ground
truth”, and one for the analysis of spatial features in organoids.

Index Terms—Immersive analytics, cell biology, spheroids,
organoids

I. INTRODUCTION

Cell biology is a highly active research area that deepens
the understanding of the multitude of mechanisms that drive
cellular life. It is fundamental to the discovery and devel-
opment of new drugs and treatment plans. 3D cell cultures
are gaining in importance as experimental systems, because
they resemble the spatial arrangement of cells and tissue
structures more closely than traditional 2D cell cultures in
Petri dishes [1]. They come in different flavours: Multi-cellular
tumor spheroids (MCTS) are 3D aggregates of tumor cells
that are used (a) for drug screening [2] or (b) to investigate
fundamental processes in tumor biology [3]. Organoids are
formed from stem cells and mature to exhibit features of their
tissue of origin [4]. The quantitative analysis of 3D in-vitro
cell cultures is often accompanied by agent-based in-silico
modeling [5]. In both model categories, the spatial arrange-
ment of cells and tissue structures is a very relevant feature
that has to be included in the data analysis. Biologists often
retrieve large sets of volumetric data generated by a range of
microscopy or tomography methods. The raw data is often
analyzed in a layer-based fashion on typical flat screens. The
data sets are further commonly segmented, where the intensity

values of the image channels are used to extrapolate or infer
the original features of the specimen, such as cell nuclei,
boundaries, different types of tissue, etc. The exploration of
this data is still usually tedious although various commercial
and non-commercial applications exist [6].
The main goal of our work is to support the analysis of
empirical, segmented, and simulated data on MCTS and
organoids by means of computational tools for the immersive,
interactive visualisation and immersive analysis. Immersive
visualization has been implemented successfully in many ap-
plications that require spatial understanding [7]. Furthermore,
immersive analysis can aid in understanding complex and
abstract relations in large data sets [8]. The specific analytical
objectives include the exploration of the external and internal
structure of the data, i.e. the exterior shape of the cell culture
or the occurrence of cavities or structured features of the
interior, and especially the classification and quantification of
any 3D spatial patterns which arises during cell differentiation.
In numerous conversations, biologists expressed their interest
in visualizing and interacting with simulated data in the same
way as with empirical data. We therefore aim to integrate
interactive simulations with our applications whenever suit-
able and possible. The effectiveness and the success of such
tools highly depends on the support of the domain experts’
established workflows, to provide intuitive ways of using the
tools to effectively harness the experts’ knowledge and the
tools’ analytical functionality.

In Section II, we present related work on tools for the
analysis of biological image data and immersive analytics
applications. Section III is devoted to the introduction of
the two target user groups, their use cases and a systematic
requirements analysis. Section IV presents a set of exploratory,
immersive visualization and analysis prototypes. Their impact
is discussed in V. Finally, Section VI outlines the next steps
and applications, before we conclude the paper in Section VII.
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II. RELATED WORK

Eliceiri et al. [9] provide a review of the state-of-the-
art in biological imaging software tools. Among the tools
available, Fiji [6] is one of the standard tools for the analysis
of cell structures. It provides an easy-to-set-up distribution of
ImageJ [10], making the image processing pipeline for multi-
dimensional data accessible. Fiji and ImageJ are extensible
through a plugin architecture and enjoy large community
support. However, 3D visualization – especially immersive
visualization – is not a focus of the platform. BioImageXD
[11] is a visual analysis platform for the exploration of 3D
image data with a focus on 3D interactive visualization. It
further includes segmentation, filtering, and tracking features
and aims to be user-friendly by not requiring programming
skills. However, its code repository appears not to have been
updated since 2012. Vaa3D [12] also provides spatio-temporal
image visualization and analysis tools with a focus on 3D
rendering. It supports virtual reality (VR) hardware and large
image data sets. Furthermore, it includes various analysis
tools such as segmentation, annotation, and quantitative mea-
surements. It is still under active development. In contrast
to the aforementioned tools, we aim to make simulation a
first-class citizen of our applications. VTK [13] is a proven
visualization toolkit for scientific applications, providing a
framework for the development of many state-of-the-art appli-
cations. It is open-source and has a vivid community. Recently,
some competition emerged from game engine technology [14].
Game engines are often significantly less efficient at rendering
large-scale data sets and volumetric data and at providing
data processing pipelines and built-in scientific visualizations.
However, they typicslly provide accessible, GUI-driven in-
tegrated development environments, special features for the
creation of rich user interfaces, and support for state-of-the-
art consumer hardware. Däschinger et al. [15] presented a
prototype for a full workflow-oriented pipeline for integrated
modeling and simulation of cell-centered biological assays
based on the Unreal game engine. VisNEST [8], [16] is a
visual analysis tool for neuroscientists to explore the results
of a multi-scale simulation of a macaque monkey brain. [17]
used VR head-mounted displays (HMD) to visualize molecular
dynamics, using ray tracing algorithms for optimized perfor-
mance and quality. [18] provided a case study on analysing
the structure and function of blood vessels using 3D and
immersive visualization, highlighting the benefits of VR for
understanding spatial relations.

III. REQUIREMENTS ANALYSIS

In this section, we analyze two scenarios: (a) Agent-based
simulation of MCTS, and (b) Fluorescence microscopy images
of organoids. We introduce them from the points of view of
the domain specialists, extract the supported research tasks,
and infer according software requirements.

A. Targeted Use Cases and User Groups

Although spheroids and organoids are quite different in their
specifics, the methods used in their analysis are often quite

TABLE I
MECACELL SIMULATION DATA CHANNELS (PER CELL).

Attribute Description

Oxygen Oxygen level measured in the cells
DNA DNA content during cell cycling
Phase Phase of the cell during its cycle
EdU Positivity Simulated biomarker of cell division
Position X,Y,Z position data
Id Unique ID of the cell over the simulation

runtime.

TABLE II
SELECTION OF FEATURES EXTRACTED FOR A WHOLE CELL AGGREGATE

AND INDIVIDUAL CELLS. [19] (SUPPLEMENTS)

Cell Aggregate Features
Spheroid Surface Constructed from cell nuclei centroid

(alpha shape). Shape, volume and sur-
face area of the aggregate.

Proximity Cell Graph Edge exists if Euclidean distance be-
tween two vertices is less than a prede-
fined threshold. Measure of cell density.

Delauny Cell Graph Edge exists if Euclidean distance be-
tween two vertices is less than a pre-
defined threshold and it is part of the
Delaunay triangulation. Approximation
of which cells are direct neighbours.

Cell Nuclei Features
Count Total number of voxels of a nucleus.

Provides its volume.
Centroid Geometric center of a nucleus.

Surface Distance Minimal distance of cell nucleus to
aggregate surface.

Intensity measures Total, average, standard deviation, min-
imum and maximum intensity level of
cell nucleus.

Cell Neighborhood Features
Neighbour Count Vertex degree for individual nucleus

extracted from Proximity Cell Graph or
Delaunay Cell Graph.

similar. In the following, the two according analysis scenarios
are described.

Scenario A: Agent-Based Simulation of MCTS: MecaCell
[20] provides an efficient, flexible and accessible platform
to implement agent-oriented cell-based models. It provides
plugins for cell physics, molecular diffusion, visualization,
statistics, etc. Biological cells are represented as spheres, and
the cells’ behaviors are, per default, driven by a model cell
cycle based on Bernoulli processes representing cell phases
and checkpoints. This allows, e.g., for considering cells in
optimal or degraded conditions due to environmental factors,
such as lack of oxygen or the presence of drugs [5]. A mathe-
matical mass-spring-damper equation system models adhesion
between pairwise cells, whereas the neighbouring cells are
efficiently identified relying on Delaunay triangulation of the
virtual space. This provides an efficient physics representation
sufficiently realistic to represent spatial features such as the
spherical aggregation of cells in MCTS. The cells’ behaviors



are calibrated using empirical biological data of spheroids
cultured in physioxia (5% of oxygen) in order to have a
condition limited only by the availability of oxygen and not
other nutriments. The models fit the empirical data in the
simulations both quantitatively and qualitatively. The model
evolution is retraced by means of the visualization of the
biomarker 5-ethynyl-2’-deoxyuridine (EdU) which identifies
proliferating cells. In a joint effort with experts in cell cycle
dynamics, this calibrated model will be used both to under-
stand complex dynamics in spheroids which are technically
difficult to explore in-vitro, and as a predictive tool to explore
and optimize experimental protocols. It is further planned
to use stochastic optimization (e.g. genetic algorithms) and
white-box artificial intelligence algorithms (such as genetic
programming) in order to generate new protocols using sim-
ulations to calculate fitness scores. Furthermore, the spatial
simulation capabilities of MecaCell can support exploratory
studies in the underlying processes of morphogenesis.

Scenario B: Fluorescence Microscopy Images of Organoids:
Early on during mammalian embryo development, cells of
the central part of the embryo (inner cell mass, ICM), differ-
entiate into embryonic or extra-embryonic tissue. In mouse,
the common model system, this occurs around day 3.5 after
fertilisation. The decision of the cells can be inferred from
the expression of the two transcription factors NANOG and
GATA6 [22]. Quantification of the 3D spatial pattern which
arises during cell differentiation is of major interest, as the
results provide a basis for further studies of the mechanisms
underlying cell differentiation. Current approaches of quan-
tifying the pattern include 3D fluorescence microscopy, 3D
segmentation of the cell nuclei and measuring the intensities
of NANOG and GATA6 in the segmented nuclei [21], see
Figure 1. As a result of the image analysis pipeline, more than
30 features for the individual cells and the whole organoid can
be extracted [19], a selection of which you can find in Table
II. For ICM organoids, the quantitative analysis indicates a
local clustering of cells expressing NANOG and GATA6. The
details of this clustering and its underlying mechanisms need
further investigation. Simulations rely on agent-based models
[23], [24]. These models incorporate physical interactions of
the cells, cell signalling, cell division and cellular rearrange-
ment. Testing and further improvement of these models relies
on comparison of the modeling results with a quantitative
description of the 3D protein expression patterns.

Based on the descriptions presented, we now proceed to
formalize the requirements.

B. Task Extraction

In this subsection, we extract tasks and requirements of an
immersive analysis platform for organoids and spheroids. [8]
describe their development efforts for an immersive analysis
workbench for multi-scale simulations capturing both low-
level neural activity and large-scale interactions between re-
gions of a macaque brain. They present their requirements
analysis and extract a task-oriented list of functional require-
ments (such as “Relate a geometric representation to activity

data”, “Control simulation playback”). [25] developed goal-
oriented taxonomies for the analysis of immersive analytics
applications. Goal-based tasks contain search, pattern recog-
nition, spatial understanding, quantitative estimation and shape
description. Supporting tasks contain segmentation and filter-
ing, navigation, manipulation and view navigation, selection,
and path following. In addition, they suggest the extraction of
data visualization parameters, i.e. technique and algorithms,
and display platform, and the characterisation of a data set in
terms of dimensionality and temporal nature. [26] present a
“5-questions framework” for the classification of immersive
analytics applications based on locality, user composition,
hardware, and subject matter, and apply a similar goal-based
categorization. Considering these preceding works, we found
providing both a high-level and goal-oriented descriptions as
well as functional requirements closer related to software
engineering to be most apt to our case.

C. Goals

Both groups of users who are interested in scenarios A and
B, respectively, expressed the desire to compare simulated and
empirical data into their analysis. Based on the analysis of the
outlined use cases and user groups, we have identified the
following high-level goals that our application has to support.
G1 Gaining understanding of morphology and inner

structure Both scenarios require the analysis of spatial
structure of 3D data with explicit spatiality. Interior and
exterior spatial features are relevant.

G2 Gaining understanding of derived/abstract features
Other features of the data – such as measures based on
local density, Delauny neighborhood graphs and Delauny
triangulations – also need to be analysed. Many of these
have a direct link to specific regions of the cell culture.

G3 Gaining understanding of change over time Organic
systems are not static, and e.g. the differentiation process
must be observed at multiple time steps.

G4 Communication and documentation of findings The
ability to document, communicate, share, and collaborate
upon findings is essential to the scientific work.

G5 Collaborating locally / remotely / (a-)synchronously
Teams of scientists do not always work in close prox-
imity, and current technology can easily be designed to
overcome these constraints.

D. Functional Requirements

To facilitate the implementation of future functional proto-
types and also to prioritize work, we extracted several func-
tional requirements for an immersive biological workbench.
Although we arrive at a slightly refined taxonomy, our results
are in agreement with existing literature [8], [25], [27].

Rendering: We identified the following requirements that
relate to the rendering facilities that have to be provided.
RR1 Render to immersive HMDs
RR2 Render cells based on segmented/simulated data
RR3 Render volumetric data
RR4 Provide interactive flat and 3D data plots



Fig. 1. Current approach for studying spatial patterns of protein expression in ICM organoids. (A) Images of a central plane of an organoid for three different
channels: nuclei staining and transcription factors GATA6 and NANOG (Confocal microscope, scale bar: 20 µm). (B) 3D image analysis pipeline including
segmentation and cell graph approximation of cellular neighbourhood. (C) Quantification of the population composition of organoids as a whole and of the
neighbourhood of individual cells. (D) Example visualisation of 3D expression patterns in organoids. For further details, see [21].

RR5 Provide interactive abstract visualizations
The application needs to provide spatial, scientific visualiza-
tions of the data, with output capability to an HMD (RR1).
This includes raw, volumetric empirical data, segmented data,
and simulated data (RR2, RR3). For the analysis of data that is
not inherently spatial (e.g. development of population counts),
more abstract visualizations need to be provided, ranging from
flat 2D plots (RR4) to 3D plots or graphs (RR5). The free or
assisted arrangement of various views on the same data (e.g.
different perspective) has already shown to be a well-received
feature of immersive workbenches (RV1).

Views and Visualizations: The following capabilities relate
to views on data, and the integration of such views.
RV1 Provide multiple views on one/multiple data set(s)
RV2 Integrate and render data from different sources in a

consistent and comparable way
RV3 Allow for the selective visualization of one or multiple

data channels
The desire to compare simulated with real-world data re-
quires unified visualizations in terms of consistent symbolic
semantics as well as arrangements and highlighting, etc. The
application should allow to provide consistent visualizations
for data sets that either have the same origin (e.g. segmented
data and the volumetric source data sets) or show related
subjects (e.g. data obtained from different sources), between
which the user may choose as desired (RV2). Each data set
provides multiple channels of data, e.g. position, size, color,
translucency, gray value, or marker type which the user needs
to be able to select and compare (RV3).

Control: The following capabilities relate to the control of
time and (automated) control of the application based on user
preferences or choices.
RC1 Provide means to select one/multiple time step(s)

RC2 Provide means for the tracking of individual cells or
groups of cells over time

Visualization can further be aided by the placement of static
or tracked (e.g. attached to a cell) markers or the visualization
of gradients as vector flow fields. The choice of visualization
is determined by the required measures that are used to derive
new channels from the input data. As the data will often be
available as time series, temporal navigation is required (RC1).
Tracking or querying for information about a cell – when time
series are available – is also a requirement (RC2).

Metrics and Transformations: The following capabilities
relate to the transformation of data values and measures.
RM1 Provide appropriate metrics
RM2 Provide for the easy generation of data channel trans-

formations (e.g. sum, max, average, accumulated sum)
Additional measures include neighborhood densities and ab-
stract information such as interaction graphs (RM1). In gen-
eral, the user should be able to easily create new channels
based on existing ones using standard analytical tools (RM2),
e.g. through rolling averages or accumulative sums. However,
it is highly dependent on the research question which specific
tools the system should implement to avoid cluttering or
ineffectiveness.

Filtering and Linking: The following capabilities relate to
filtering and grouping of data.

RF1 Provide spatial filtering based on the position of cells
RF2 Provide feature-based filtering based on data channels

of individual cells or groups of cells
RF3 Allow to identify cells (or data points to which cells

contribute) across different views and facets
Considering individual visualizations, channels or measures,
it is often necessary to filter, reduce, and query the data
(RF1,RF2). The user should be able to create labels (groups)



Fig. 2. Prototype I visualized MCTS simulation data as a larger-than-life
spheroid (center). Cell colors (spheres, green to red) reflect oxygen saturation.
Modification of the culling volume (corners depicted by white tripods) and
time control is done using handheld controllers (bottom-right).

based on thresholds over one or multiple data channels. When
crossing the boundaries between data set or visualization
variants, different channels can also be used to hide, isolate
or highlight the corresponding volumes or points in related
views - e.g. volumetric data could be exposed based on the
segmented data, or even simulated results (RF3).

Data Access: The following capabilities relate to the import,
processing, and export of data.
RD1 Provide interfaces with data sources
RD2 Provide interfaces with data sinks

The system needs to be able to import data from existing
sources (RD1). The data can be categorized broadly by its
origin, being either obtained by simulation or empirically in-
cluding post-processing and segmentation to provide more data
channels. Depending on the source, the fidelity will invariably
be inconsistent even between data sets of the same category.
Time series – which will provide most of the input data – are of
different lengths and densities, with lower numbers of sample
points for empirically obtained data and higher numbers for
simulations. We make no assumptions about the source of the
data, as it might be locally stored, remotely retrieved from a
database, computed at runtime or on-demand by a simulation
server. Furthermore, being able to export annotations and data
in an open format is necessary to provide interoperability with
established non-immersive systems (RD2).

This preliminary list of requirements inspires our future
projects described in VI, and will be extended based on the
insights gained.

IV. EXPLORATORY PROTOTYPES

In this section, we outline exploratory projects that we used
to gather information about the potential use of immersive
visualizations of biological models. Our first applications
were tailored to the visualization of computationally simulated
MCTS data, obtained by the MecaCell simulation. Simulation
data could be received in real time, i.e. directly retrieved from
a running simulation. Three major milestone applications have
been singled out, each emphasizing slightly different require-
ments and complementing features. Having observed a general
interest in the scientific community in using off-the-shelf game

Fig. 3. Prototype II extended the scientific visualization with the ability to
place multiple instances of the cell view in the scene. Additionally, plots of the
overall development of the simulation could be added as a first step towards
integrating more data channels.

Fig. 4. Prototype II: Multiple cut planes can be placed in the scene. Each cut
plane defines a half-space to be culled. Cells are culled as a whole as soon as
their center enters any such half-space. As an example of means to support
the analysis of internal structure, an exploded view was added.

engines due to simplicity, availability and high visual fidelity
they provide, we decided to pursue this direction despite the
availability of powerful and proven frameworks, e.g. [13], [28].
Therefore, all three applications have been developed using
the Unity game engine [29]. Rendering facilities provided by
Unity3D have been exploited to allow the high number of
spherical glyphs required to visualize MCTS [30].

Prototype I: Immersive Scientific Visualization of MCTS Sim-
ulation Data

To visualize the results of an MCTS simulation, we imple-
mented an immersive scientific visualization [31]. We used the
tethered HTC Vive VR HMD [32] with two tracked handheld
Vive wand controllers. The user’s point of view is depicted
in Figure 2. Two thumb-controlled pie menus attached to
the wand allowed to switch between different variables for
visualization and to navigate through time. The user could
scroll through simulation steps using VCR-style controls as
well as a jog-dial thumb control that allowed to quickly sift
through the simulated steps. Data is received from a remotely



Fig. 5. Prototype III: Interactions were streamlined to a single, radial menu.
Selecting between different data channels is done using auto-generated menus,
activated by touching and clicking the menu with a handheld controller.

run simulation by means of a TCP connection. The system also
supported replaying previously computed, stored simulation
data. The available data channels, listed in Table I, were
mapped to simulated cells (illustrated as spherical glyphs)
using a simple color scheme. Growth was represented by
scaling the spheres. To expose the interior of the spheroid,
a culling volume could be modified by manipulating virtual
widgets at the corners of the spheroid view using the handheld
controllers and ’grab’ by holding a button. Even though
rendering options for a plain cut surface – cutting through
cells at the precise intersection with the volumes’ boundaries
– had been applied, a simple culling of all cells whose centers
lay outside of the volume was used for later versions.

Prototype II: Immersive Analysis Workbench for MCTS Simu-
lation Data

Based on our experience with Prototype I, and considering
the functional priorities of the involved domain experts, we
decided to support comparing different stages in the growth
of a spheroid [30]. Following the taxonomy from [33], the
system is a multi-view and multi-form visualization of a single
simulation. Multi-views are available through independently
configurable and controlled spatial visualizations of individual
steps in the simulation. Multi-form visualization is realized by
adding a set of global plots. Essentially, this allows to connect
detailed information about one or several time steps with
global information about the complete simulation run, fitting
the focus+context category. This second prototype was inte-
grated with data from a web-based extension to the previously
used simulation. As a result, simulation control, simulation
data and analysis interfaces were provided by a tandem of
a web server and web application developed with NodeJS.
Analytical views where provided using a VueJS single-page
application that could serve a web-based interface. The result-
ing plots were directly integrated in the VR application using
HTML pages rendered on a texture. In order to minimize the
complexity of user interaction tasks, we decided to pursue a
“single-button” approach to operating the simulation, where

the user only has to use a single button on the controller
(akin to the left mouse button in traditional WIMP interfaces),
and all interaction modalities should be either explicit (e.g.
buttons displayed in VR) or natural (e.g. touch to grab or
two-handed scale gesture to resize). The user could duplicate
a view (scientific visualization of a spheroid, including spatial
control widgets) by dragging the copy widget (on the left
of the VCR controls) onto the view, thus creating a copy
of the visualisation, and lastly, dropping it at the desired
location. Each one of the integrated visualization views could
be individually moved, scaled, and rotated. Below each view,
a floating control panel allowed the user to interact with the
visualization. Replay (play, pause, to first step, to latest step,
slider-based time selection), and selection of the visualized
data channel was integrated in this spatial interface. To support
the analysis of the interior of the spheroid, we added an
exploded view (slider, right side of the control panel), which
modifies a position gain and scales down the radius of the
cells [34]. Furthermore, to support the analysis of multiple
spheroids, cut planes could be placed arbitrarily in space,
moved, and scaled. When placing a spheroid in contact with
a cut plane, the cells within the half-space of the cut plane
would be culled.

Prototype III: Accessible Immersive Viewer for Segmented
Fluorescence Microscopy Data

The third prototype (unpublished) was designed for the
visualization of segmented fluorescence microscopy data and
also to simplify setup costs and interactions. A representative
screenshot is seen in Figure 5. We have been developing this
application for the Oculus Quest standalone HMD, in contrast
to the more powerful, but also less accessible, tethered HTC
Vive HMD, which depends on a powerful PC workstation,
limiting mobility. The data format of the provided segmented
empirical data differs only slightly from the simulation data
available of prototypes I and II, and the infrastructure for the
visualization of arbitrary categorical data (population types)
and continuous data (concentration of oxygen) could easily
be adapted. Data can be imported from CSV files, a com-
mon exchange format for segmented data in daily use. The
mapping between the source file and the target variables (i.e.
how the column headers are matched) can be configured to
adapt to variations across data sets. A simple interface for
the configuration of data channel properties (e.g. positional,
categorical, or continuous; allows values, value ranges, desired
color mappings, ...) was added. This allows for the automated
generation of menus and parameterization of shaders. A uni-
fied interface allows to choose between the interaction modes,
which are the selection of data sets, the selection of visualized
data channels, the placement of cut planes, and the selection of
explosion gain level. This minimizes conflicts between input
modalities. Especially the selection, translation, scaling of the
spheroid, and the placement of cut planes interfered often with
the manipulation of the cut plane. Therefore, when cut plane
manipulation is selected, transformation of the spheroid is
disabled. This shows the limits of a single-button approach and



conflicts in a spatial interface. In a traditional WIMP interface,
additional modifier keys (alt, shift, ctrl) might be used to
overload the mouse pointer and efficiently select between
move, scale, explosion gain or cut plane placement.

V. DISCUSSION

In an iterative, incremental design and implementation pro-
cess, we have created three prototypes for immersive analytics
of cell-based biological data. Although the prototypes were
praised by the domain experts, many of them struggled to
explain how they would integrate this technology in their
research routine. Also, technological expertise is required
to set up the first two prototypes, making it prohibitively
time consuming and tedious. Domain experts tend to use a
multitude of tools to analyze their data, and spatiality has
not been a major concern, so far. However, the sheer amount
of data, the tedious slice-based analysis of 3D data and the
lack of a unified framework for the different tasks renders
immersive approaches appealing. When presenting prototype
III, some users were surprised to find that many of the internal
spatial features they expected to see in plain view were hardly
noticeable using a non-augmented view. One example is the
density of the neighborhood of cells, one of the interesting
features of multi-cellular assemblies discovered through light-
sheet microscopy [19]. Colorization of the model in 2D made
differentiated regions obvious, while the actual differences in
the relative distances of the cells are too small to be observable
by the naked eye. Still, the 2D representation captures the true
nature of the structure of these regions only in a limited way.

VI. NEXT STEPS

Based on the experience gained from the prototypes de-
scribed in Section IV and discussions with domain experts,
we propose concepts for two specific projects. In general,
we see the desire for remote, asynchronous, or face-to-face
cooperation. Besides all potential benefits, the simple fact that
head-mounted VR by purpose creates an isolated experience
requires the developer to provide means of communicating the
results to bystanders in one way or another [35], [36]. Domain
experts and literature agree that it can contribute significantly
to the usefulness of an immersive analysis application as
a tool for communicating one’s findings. The creation of
narratives using visual storytelling, i.e. to provide a clear,
potentially inspiring rationale for the individual steps in an
analytical process, supports the communication of discoveries
to peers and stakeholders [8], [27]. Therefore, we plan to
include appropriate means to combine visualized findings and
messages with temporal or causal relations.

a) Immersive Workbench for Fluorescence Microscopy
Data Analysis: Schmitz et al. [19] describe a current state-
of-the-art analysis workbench for the structural analysis of
spheroids using traditional desktop-based applications. How-
ever, the presented measures can still not fully capture the
3D spatial expression patterns. We would like to support
their ongoing efforts in the identification of novel quantitative
measures for 3D spatial patterns. We plan to combine different

kinds of visualisation modes with filtering of cells by different
features. The selected information can be saved in CSV files
for further analysis. Integration of the organoid visualisations
with plots or other data formats will foster a thorough un-
derstanding. We expect the immersive application to extend,
not replace the traditional desktop suite of applications. The
latter is unlikely, as the high precision and resolution offered
is still unmatched. We believe that such a cooperation can (a)
benefit the domain experts through the addition of immersive
scientific visualization and analysis tools of the data sets, and
(b) provide a well-suited test- and benchmark-situation for
such an immersive analytics workbench, due to the availability
of existing tools and workflows to be used as reference.

b) Immersive Segmentation Ground-Truth Definition: We
furthermore pursue an immersive, collaborative annotation tool
for fluorescence microscopy data for the creation of “ground-
truth” segmentations which form the benchmark for subse-
quent automated segmentation. The tool that is currently most
widely used for annotating fluorescence microscopy data is
Fiji [6]. Image stacks from 3D microscopy are loaded into Fiji
and are annotated slice by slice. For annotation of structures
that extend over several slices, the plugin Segmentation Editor
in Fiji provides a more efficient method. In this editor, the
structure does not have to be annotated in every slice, but the
annotation of intermediate slices is obtained by interpolating
the information from surrounding slices. Due to the restriction
of the data to 2D image slices, annotating a nucleus centroid
or identifying all neighbours of a given cell is particularly
difficult. For this application domain there is a special interest
in collaborative features, as validity of ground-truth is of
utmost importance for the accuracy of automated segmentation
that may be used for years of research.

VII. CONCLUSION

Based on two scenarios provided by domain experts in
computational modeling and theoretical biology, we elaborated
on the requirements of an immersive analytical workbench that
can span the bridge between in-silico simulated and in-vitro
obtained data on the structure of multi-cellular compounds,
specifically organoids and spheroids. We summarized three
prototypes that evolved and explored different approaches to
the interaction with immersive visualization of such data sets
and immersive workbenches, and introduce two applications
that we currently pursue. We are convinced that VR technology
can benefit the “everyday” work of biologists if applied to
apt tasks. We selected user scenarios where spatial data is at
the center, yet the raw spatial visualization does not make
the relevant features obvious. At this point, all augmentation
and the support by immersive analytics tools, the linking of
different views and forms on a data set can bridge the gap in
understanding. We see growing importance in the seamless
integration of analysis tools with interactive simulations to
improve both accessibility as well as efficiency.
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[21] B. Mathew, S. Muñoz-Descalzo, E. Corujo-Simon, C. Schröter,
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